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Abstract— Using the backstepping design, we achieve expo-

nential stabilization of the coupled Saint-Venant-Exner (SVE)

PDE model of water dynamics in a sediment-filled canal with

arbitrary values of canal bottom slope, friction, porosity, and

water-sediment interaction under subcritical or supercritical

flow regime. This model consists of two rightward and one

leftward convecting transport Partial Differential Equations

(PDEs). A single boundary input control (with actuation located

only at downstream) strategy is employed and the backstepping

approach developed for the first order linear hyperbolic PDEs

is used. A full state feedback controller is designed, which

guarantees the exponential stability of the closed-loop control

system.

I. INTRODUCTION

Balance laws are the key point for modeling complex
physical systems that involve fluid mechanics, reactions, heat
and mass transfer phenomena. In fluid mechanics, fundamen-
tal balance equations expressing the conservation of certain
quantities, such as the energy, the mass or the momentum
in physical processes, lead to spatio-temporal differential
equations that express transport or diffusion phenomena.
Such equations are the starting point for the design of various
controllers that ensure the stability and operability of many
engineering applications. Among those applications, we are
interested in the stabilization of the hyperbolic SVE PDEs
describing the flow and the bed evolutions in an open channel
[4], [6]. To the best of the authors’ knowledge, there are only
a few results on the stabilization of SVE model in the existing
literatures.

Several strategies have been developed to control the flow
dynamics in irrigation canals during the last decades. We
refer the reader to [10] in which the classification of control
problems and related methodologies is fairly addressed.
Basically, the main purpose is the regulation of the water
level at a desired height by adjusting the opening of the
gates, as boundary actuators, at the ends of the channel. For
instance, the synthesis of LQ controller can be found in [15],
whereas [9] and [11] have studied an H• control approach.
Through semigroup approach, [16] proposed an integral
output feedback controller using a linearized PDE model
around a steady state. Lyapunov analysis is investigated in
[12], and multi-models approach with a stability analysis
based on Linear Matrix Inequality (LMI) is presented in
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[13]. Recently, explicit boundary dissipative conditions are
derived in [4] for the exponential stability in L2-norm of
one-dimensional linear hyperbolic systems of balance laws.

Recently, the backstepping method was introduced for the
feedback stabilization of various classes of PDEs [3], [8].
The key idea of this approach is the construction of suitable
Volterra integral transformations that map the original system
into a so-called “target system”, which is exponentially
stable. The kernel functions of the transformations are re-
quired to satisfy some PDEs, and the solutions can be
then used as gains of the controllers. The invertibility of
the transformations ensures the exponential stability of the
closed-loop control systems. One can refer to [2], [8], [14],
[1] for further applications of this technique to other classes
of systems including nonlinear PDEs.

Using the backstepping design, we achieve exponential
stabilization of the coupled Saint-Venant-Exner (SVE) PDE
model [4] of water dynamics in a sediment-filled canal with
arbitrary values of canal bottom slope, friction, porosity,
and water-sediment interaction. A single boundary input
control strategy (with actuation located only at downstream)
is adopted and the backstepping approach is developed in [3].
Under the subcritical or supercritical flow regime, the studied
SVE model consists of two rightward and one leftward
convecting transport PDEs.

This paper is organized as follows. In the next Section, the
nonlinear SVE model is formulated based on its physical
description, and a linearized version around a steady state
is presented. Section III is dedicated to the backstepping
transformation between the linearized model and a suitable
exponentially stable target system. Then, with the solutions
to the gain kernel PDEs of the Volterra transformation, a
full state controller is computed. Numerical simulations are
provided in Section IV Finally in Section V, a conclusion is
presented and some perspectives are discussed.

II. THE SAINT-VENANT-EXNER MODEL

We consider a pool of a prismatic sloping open channel
with a rectangular cross-section, a unit width and a moving
bathymetry (because of the sediment transportation). The
state variables of the model are: the water depth H(t,x),
the water velocity V (t,x) and the bathymetry B(t,x) which is
the depth of the sediment layer above the channel bottom, as
depicted in Figure 1. The dynamics of the system is described
by the coupling of Saint-Venant and Exner equations (see e.g.
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[7]):
∂H
∂ t

+V
∂H
∂x

+H
∂V
∂x

= 0 (1a)

∂V
∂ t

+V
∂V
∂x

+g
∂H
∂x

+g
∂B
∂x

= gSb �Cf
V 2

H
(1b)

∂B
∂ t

+aV 2 ∂V
∂x

= 0. (1c)

In these equations, g is the gravity constant, Sb is the bottom
slope of the channel and Cf is a friction coefficient. The
coefficient a (cf [7]) is a parameter that encompasses the
porosity and viscosity effects on the sediment dynamics,
which is expressed as

a =
3Ag

1� pg
,

where pg is the porosity parameter and Ag is the coefficient
to control the interaction between the bed and the water flow.

Fig. 1. A sketch of the channel.

A. Steady-state and Linearization
A steady-state is a constant state (H⇤, V ⇤, B⇤)T which

satisfies the relation gSbH⇤ =CfV ⇤2.
In order to linearize the model, we define the deviation of

the state
�

H(t,x),V (t,x), B(t,x)
�T with respect to the steady-

state as
0

@

h(x, t)
u(x, t)
b(x, t)

1

A=

0

@

H(x, t)�H⇤

V (x, t)�V ⇤

B(x, t)�B⇤

1

A .

Then the linearized system of the SVE model (1) around the
steady-state is

∂h
∂ t

+V ⇤ ∂h
∂x

+H⇤ ∂u
∂x

= 0 (2a)

∂u
∂ t

+V ⇤ ∂u
∂x

+g
∂h
∂x

+g
∂b
∂x

=Cf
V ⇤2

H⇤2 h�2Cf
V ⇤

H⇤ u (2b)

∂b
∂ t

+aV ⇤2 ∂u
∂x

= 0. (2c)

B. Characteristic (Riemann) coordinates
In the matrix form, the linearized model (2) can be written

as
∂W
∂ t

+AAA(W ⇤)
∂W
∂x

= BBB(W ⇤)W , (3)

where

W =

0

@

h
u
b

1

A , AAA(W ⇤) =

0

@

V ⇤ H⇤ 0
g V ⇤ g
0 aV ⇤2 0

1

A ,

BBB(W ⇤) =

0

B

@

0 0 0

Cf
V ⇤2

H⇤2 �2Cf
V ⇤

H⇤ 0
0 0 0

1

C

A

.

Exact, but rather complicated expressions of the eigenvalues
of AAA(W ⇤) can be obtained by using the Cardano-Vieta
method, see [7]. Once the eigenvalues li of the matrix
AAA(W ⇤) are obtained, the corresponding left eigenvectors can
be computed as

Lk =
1

(lk �li)(lk �l j)

0

@

(V ⇤ �li)(V ⇤ �l j)+gH⇤

H⇤
lk

gH⇤

1

A ,

for k 6= i 6= j 2 {1,2,3} . (4)

We multiply (3) by LT
k in order to rewrite the model in terms

of the characteristic coordinates yk (k = 1,2,3). Then we
obtain

∂Fk

∂ t
+lk

∂Fk

∂x
= LT

k BBBW, for k = 1,2,3, (5)

where

Fk =
1

(lk �li)(lk �l j)

⇥�

(V ⇤ �li)(V ⇤ �l j)

+gH⇤�h+H⇤
lku+gH⇤b

⇤

. (6)

For the sake of simplicity, we introduce this notation:

rk =Cf
V ⇤

H⇤
lk

(lk �li)(lk �l j)
.

Some computations yield the following expression for (5):

∂xk

∂ t
+lk

∂xk

∂x
+

3

Â
s=1

(2ls�3V ⇤)rsxs = 0, for k = 1,2,3, (7)

where the characteristic coordinates are now defined as

xk =
1
rk

Fk. (8)

From (7), the linearized model (5) in characteristic form can
be written as

∂x

x

x

∂ t
+LLL∂x

x

x

∂x
�MMMx

x

x = 0, (9)

where

x

x

x = (x1,x2,x3)
T , LLL = diag(l1,l2,l3),

and

MMM =

0

@

a1 a2 a3
a1 a2 a3
a1 a2 a3

1

A , where ak =
⇣

3V ⇤ �2lk

⌘

rk.

(10)

The dimensionless Froude number is defined as

Fr =
V ⇤

p
gH⇤

. (11)

From [7], the three eigenvalues of the matrix AAA are such that
for a subcritical flow regime (Fr < 1),

l1 < 0 < l2 < l3; (12)
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and for a supercritical one (Fr > 1),

l2 < 0 < l1 < l3, (13)

with l1 and l3 being the characteristic velocities of the water
flow and l2 being the characteristic velocity of the sediment
motion.

Hereafter, we consider the case where the flow regime
is subcritical and adopt the following notations: v(t,x) =
x1(t,x), u1(t,x) = x2(t,x), u2(t,x) = x3(t,x) and coefficients
(characteristic velocities) µ = �l1, g1 = l2 and g2 = l3.
We introduce also the vector uuu = (u1,u2)T , the coefficients
hj = aj+1 for j = 1, 2 and the matrix

s

s

s =

✓

a2 a3
a2 a3

◆

. (14)

With the new variables, the set of equations (9) is written
as:

∂tu1 + g1∂xu1 = s11u1 +s12u2 +a1v (15a)
∂tu2 + g2∂xu2 = s21u1 +s22u2 +a1v (15b)
∂t v�µ∂xv = h1u1 +h2u2 +a1v. (15c)

Introduce the variable

w(t,x) = v(t,x)exp
✓

�a1

µ

x
◆

,

then the system (15) is transformed into

∂tu1 + g1∂xu1 =s11u1 +s12u2

+a1 exp
✓

a1

µ

x
◆

w (16a)

∂tu2 + g2∂xu2 =s21u1 +s22u2

+a1 exp
✓

a1

µ

x
◆

w (16b)

∂tw�µ∂xw =h1 exp
✓

a1

µ

x
◆

u1

+h2 exp
✓

a1

µ

x
◆

u2. (16c)

We rewrite this system as:

∂tu1 + g1∂xu1 = s11u1 +s12u2 +a(x)w (17a)
∂tu2 + g2∂xu2 = s21u1 +s22u2 +a(x)w (17b)
∂tw�µ∂xw = q1(x)u1 +q2(x)u2 (17c)

with a(x) = a1 exp
⇣

a1
µ

x
⌘

and qj(x) = aj+1 exp
⇣

a1
µ

x
⌘

for
j = 1, 2.

To close the writing of the system (17), we enclose to it
the following boundary and initial conditions:

ui(t,0) = qiw(t,0) for i = 1,2, (18a)
w(t,1) = r1u1(t,1)+r2u2(t,1)+U(t), (18b)
w(0,x) = w0(x), ui(0,x) = u0

i (x) for i = 1,2. (18c)

u1, u2 and w are the distributed states, and U(t) is the control
input. The measured output is given by: w(t,0) = y(t).

III. FULL STATE CONTROLLER DESIGN

A. Backstepping transformation and target system
Consider the following backstepping transformation

yi(t,x) = ui(t,x) for i = 1, 2 (19)

c(t,x) = w(t,x)�
Z x

0
k1(x,x )u1(t,x )dx

�
Z x

0
k2(x,x )u2(t,x )dx �

Z x

0
k3(x,x )w(t,x )dx . (20)

We now seek a sufficient condition on the functions ki such
that the transformation (19)-(20) maps the system (17)-(18)
to the target system

∂ty1 + g1∂xy1 =s11y1 +s12y2 +a(x)c

+
Z x

0
c11(x,x )y1(t,x )dx

+
Z x

0
c12(x,x )y2(t,x )dx

+
Z x

0
k1(x,x )c(t,x )dx (21a)

∂ty2 + g2∂xy2 =s21y1 +s22y2 +a(x)c

+
Z x

0
c21(x,x )y1(t,x )dx

+
Z x

0
c22(x,x )y2(t,x )dx

+
Z x

0
k2(x,x )c(t,x )dx (21b)

∂t c �µ∂xc =0 (21c)

with the following boundary conditions:

yi(t,0) = qic(t,0) for i = 1, 2 and c(t,1) = 0. (22)

Here, cij(·) and ki(·) are functions to be determined on the
triangular domain

T=
n

(x,x ) 2 R2| 0  x  x  1
o

.

The system (21)-(22) is designed as a copy of the original
plant with the coupling term in (17c) removed. As will be
shown later, the new terms in (21a) and (21b) are necessary
for the design but they will not affect the stability.

A sufficient condition for the transformation (19)-(20) to
map the original system (17) into the target system (21) is
that the kernels ki satisfy the following system of first order
hyperbolic PDEs:

µ∂xk1(x,x )� g1∂

x

k1(x,x )
= s11k1(x,x )+s21k2(x,x )+q1(x )k3(x,x ) (23a)

µ∂xk2(x,x )� g2∂

x

k2(x,x )
= s12k1(x,x )+s22k2(x,x )+q2(x )k3(x,x ) (23b)

µ∂xk3(x,x )+µ∂

x

k3(x,x )
= a(x )k1(x,x )+a(x )k2(x,x ) (23c)

with the following boundary conditions:

k1(x,x) =� q1(x)
g1 +µ

, k2(x,x) =� q2(x)
g2 +µ

, (24a)

µk3(x,0) = q1g1k1(x,0)+q2g2k2(x,0). (24b)

1244



The existence, uniqueness and continuity of the solutions to
the system (23) with boundary conditions (24) are assessed
by Theorem 5.3 in [3].

Besides, plugging (19)-(20) into (21) and using (17)-(18),
we can see that the coefficients ki can be chosen to satisfy
the following integral equation for i = 1, 2

ki(x,x ) = a(x)k3(x,x )+
Z x

x

ki(x,s)k3(s,x )ds, (25)

and the coefficients cij can be chosen such that

cij(x,x ) = a(x)kj(x,x )+
Z x

x

ki(x,s)kj(s,x )ds

for i, j = 1, 2 (26)

under the fact that the ki exist and are sufficiently smooth.

B. Inverse transformation and control law
To ensure that the target system and the closed-loop sys-

tem have equivalent stability properties, the transformation
(19)-(20) has to be invertible. Since yi = ui, for i = 1, 2, the
transformation (20) can be rewritten as

c(t,x)+
Z x

0
k1(x,x )y1(t,x )dx +

Z x

0
k2(x,x )y2(t,x )dx

= w(t,x)�
Z x

0
k3(x,x )w(t,x )dx . (27)

Let us define

G(t,x) =c(t,x)+
Z x

0
k1(x,x )y1(t,x )dx

+
Z x

0
k2(x,x )y2(t,x )dx . (28)

Since k3 is continuous by Theorem 5.3 in [3], there exists a
unique continuous inverse kernel l3 defined on T, such that

w(t,x) = G(t,x)+
Z x

0
l3(x,x )G(t,x )dx , (29)

Since yi = ui, for i = 1, 2, we could get the following
relation from the first two equalities of (17) and (21):

a(x)w = a(x)c +
Z x

0
c11(x,x )y1(t,x )dx

+
Z x

0
c12(x,x )y2(t,x )dx +

Z x

0
k1(x,x )c(t,x )dx . (30)

Thus, we could write the following inverse transformation

w(t,x) = c(t,x)+
Z x

0
l1(x,x )y1(t,x )dx

+
Z x

0
l2(x,x )y2(t,x )dx +

Z x

0
l3(x,x )c(t,x )dx , (31)

where for i = 1, 2,

li(x,x ) = ki(t,x )+
Z x

x

ki(x,x )l3(x ,s)ds. (32)

Thus, the control law U(t) can be obtained by plugging
the transformation (20) into (17). Readily, c(t,1) = 0 implies
that

U(t) =�r1u1(t,1)�r2u2(t,1)+
Z 1

0

h

k1(1,x )u1(x,x )

+ k2(1,x )u2(x,x )+ k3(1,x )w(1,x )
i

dx . (33)

The ki in the integral term designate the kernel functions and
satisfy the system (23)-(24).

Remark 1: Let us mention that in the case where the
flow regime is supercritical, namely, (Fr > 1), the following
changes of variable will be considered regarding on the
characteristics, v(t,x) = x2(t,x), u1(t,x) = x1(t,x), u2(t,x) =
x3(t,x) and coefficients l2 =�µ , l1 = g1 and l3 = g2.

C. Stability o f the target system and the closed-loop control
system

We first prove exponential stability of the target system
(21)-(22).

Lemma 1: For any given initial condition
(y0

1 , y

0
2 , c

0)T 2
�

L 2([0,1])
�3 and under the

assumption that cij, ki 2 C (T), the equilibrium
(y1, y2, c)T = (0, 0, 0)T of the target system (21)-
(22) is L 2-exponentially stable.

Proof 1: The stability proof is based on the time differ-
entiation of the following Lyapunov function:

V1(t) =
Z 1

0
a1e�d1x

✓

y

2
1 (t,x)
g1

+
y

2
2 (t,x)
g2

◆

dx

+
Z 1

0

1+ x
µ

c

2(t,x)dx, (34)

where a1 and d1 are strictly positive parameters to be
determined.

Take e =min{g1,g2}> 0. Assume that for M > 0, we have

ks

s

sk, ka

a

a(x)k,kCCC(x,x )k, kK(x,x )k  M,

8x 2 [0,1],x 2 [0,x], (35)

where the matrix/vector norms k ·k are compatible with the
other corresponding matrix/vector norms.

Y(t,x) =
✓

y1(t,x)
y2(t,x)

◆

, a

a

a(x) =
✓

a(x)
a(x)

◆

(36)

K(x,x ) =
✓

k1(x,x )
k2(x,x )

◆

,GGGinv =

 

1
g1

0
0 1

g2

!

(37)

CCC(x,x ) =
✓

c11(x,x ) c12(x,x )
c21(x,x ) c22(x,x )

◆

. (38)

Then, differentiating this function with respect to time,
taking into account of the target system (21)-(22), integrating
by parts and applying Young’s inequality at different steps,
we obtain the following inequality:

V̇1(t)
 

a1

2

Â
i=1

q2
i �1

!

c

2(t,0)

�
Z 1

0

✓

1�a1(1+
1
d1

)e�d1x
◆

c

2(t,x) dx

�a1

Z 1

0
e�d1xYT (t,x)P(x)Y(t,x) dx, (39)

where,

P(x) =

 

d1 �2
M
e

� M
e

x�2
✓

M
e

◆2
� M

d1e

!

I2 �2GGGinvs

s

s ,

(40)
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First, we choose the tuning parameter d1 > 0 sufficiently
large so that the matrix P(x),x 2 [0,1] is positive definite.
Then, by choosing

0 < a1 < min

8

>

>

<

>

>

:

1
2
Â

i=1
q2

i

,
d1

d1 +1

9

>

>

=

>

>

;

, (41)

we could derive exponential stability of the target system.
Then, from the continuity and invertibility of the backstep-
ping transformation (19)-(20), we could derive equivalence
between the original system (17) (with the boundary and
initial conditions (18) and the control law (33) and the target
system (21)-(22). Thus, the following theorem is proved.

Theorem 1: Consider the system (17) with the boundary
and initial conditions (18) and the control law (33). Then un-
der the assumptions that the initial data are in

�

L 2([0,1])
�3,

the origin is exponentially stable in the L 2 sense.
Remark 2: Conversely, we can express h, u and b in terms

of the characteristic coordinates (6) and (8).

IV. NUMERICAL SIMULATIONS

This section is devoted to the numerical simulations of
system (15) subject to the boundary conditions (18) where
the state feedback control law U(t) defined in (33). For the
implementation of the control, a resolution of the kernel
PDE’s system (23)-(24) on T is requested. The initial bottom
topography is defined as

B(0,x) = 0.4
⇣

1+0.25exp
⇣

� (x�0.5)2

0.003

⌘⌘

,

with a gaussian distribution centered at the middle of the
domain. The initial water level and its velocity field are
computed, respectively as

H(0,x) = 2.5�B(0,x) and H(0,x)V (0,x) = 10sin(px).

From the physical variables of H(0,x), V (0,x) and B(0,x),
the initial data of the characteristic variables v, u1 and u2
are derived. All further physical parameters of the physical
model are listed in the Appendix. The set point (H⇤, V ⇤, B⇤)
leads to the following characteristic speed values

l1 =�1.43, l2 = 0.76 and l3 = 7.42.

The coefficients ai and qi and the matrix s are computed
with the help the characteristics values li. Actually, this prob-
lem is particularly challenging since all these coefficients do
not vanish.

After solving numerically the kernel PDEs (23), the value
of the kernel k1, k2 and k3 at x = 1 (Fig. 2) are employed
for the implementation of the state feedback controller (33).

As depicted in Figure 3 the control input U(t) and the
output measurement y(t) at upstream converge fastly to the
set point. Clearly, despite the initial amplitude of U(t), this
latter one decreases in time and vanishes after t � 4s. Let us
remind that the implementation of U(t) requires a full-state
measurement. Moreover, output measurement y(t) shows the

Fig. 2. Numerical solution of the kernel component k1 on T

same trend with its amplitude decreasing in time and tending
to zero after t � 3s. In figure (4) we plot the evolution in time

(a) Output control law (b) Measured output

Fig. 3. Evolution in time of the U(t) and y(t).

of the L2-norm of the characteristics. As expected from the
theoritical part we observe that the norm of the characteristics
converge to zero. As a result this shows that the system (17)
converges to the zero equilibrium and hence the physical
linearized model (2 ) also converge to (H⇤, V ⇤, B⇤).

Fig. 4. Evolution in time of the norm of the characteristic solution.

Figure 5 describes the space and time dynamics of the
plant and is consistent with the numerical results presented
above. As time increases, we notice that the perturbation in
the overall system decreases and vanishes later. In addition,
when comparing Figure 5(a) with Figure 5(c) and 5(b),
it is seen that the propagation velocity differs from the
characteristic related to the fluid part to the one related to
the sediment layers.
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(a) Evolution of u1(t,x)

(b) Evolution of u2(t,x)

(c) Evolution of v(t,x)

Fig. 5. Behavior in time and space of the characteristic solutions.

V. CONCLUSION

In this paper, the state feedback backstepping control of
the linearized SVE equation is presented with an actuator
located at the downstream gate of the channel. The designed
controller allows to stabilize the SVE system under both
supercritical and subcritical flow regime and the qualitative
and physical behiavior of the backstepping controller is
successfully illustrated in the simulations with the subcritical
regime. In the companion paper [5] using the backstep-
ping output feedback control strategy, the supercritical flow
regime is simulated.

APPENDIX

T Dx CFL Ag pg Cf r1 r2

8 0.01 0.9 0.006 0.02 0.1 1 1.5
q1 q2 H⇤ U⇤ B⇤

1 1.2 2 3 0.4

TABLE I
PHYSICAL PARAMETERS AND DIMENSIONLESS NUMBERS
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