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ABSTRACT
This paper considers the modelling and control design of the multi-agent systems in the 3-D space.
The communication graph of the agents is a mesh-grid 2-D cylindrical surface. Different from most
existing literatures, where the agents aremodelled by ordinary differential equations (ODEs), we treat
the agents as a continuum in this paper. More specifically, we model the collective dynamics of the
agents by two reaction–advection–diffusion 2-D partial differential equations (PDEs). The PDE states
represent the agent positions, and the equilibria correspond to possible formation manifolds. These
PDEs can be open-loop unstable, and the boundary stabilisation problemof the PDEs on the cylindri-
cal surface is solved using the backstepping method. An all-explicit observer-based output control
scheme is constructed, which is distributed in the sense that each agent only needs local informa-
tion. Closed-loop exponential stability in the L2,H1, andH2 spaces is proved for the controller designs.
Numerical simulations illustrate the effectiveness of our proposed approach.

1. Introduction

Multi-agent formation control has attracted consider-
able attention in recent years due to its wide poten-
tial applications, such as surveillance and reconnaissance
(Kopfstedt, Mukai, Fujita, & Ament, 2008), search and
rescue (Shiroma, Chiu, Sato, & Matsuno, 2005), large
area exploration (Zhang & Leonard, 2010), contour or
structure mapping (Han, Xu, Di, & Chen, 2013; Tavakoli,
Cabrita, Faria, Marques, & de Almeida, 2012), science
imaging (Dunbabin & Marques, 2012), sampling the
ocean surface (Kalantar & Zimmer, 2007) and space
missions (Krieger, Hajnsek, Papathanassiou, Younis, &
Moreira, 2010). Cooperative formation control aims to
drive a collection of autonomous agents to reach pre-
scribed target orbits in a distributed way based on local
information, instead of the global information (Oh, Park,
& Ahn, 2015).

There are a vast collection of existing works on multi-
agent formation control which are based on traditional
discrete ordinary differential equation (ODE) models
(see, Bullo &Martinez, 2009; Cao, Yu, Ren, &Chen, 2013;
Hatanaka, Chopra, Fujita, & Spong, 2015; Olfati-Saber,
Fax, & Murray, 2007; Ren, Beard, & Atkins, 2005). The
consensus control algorithm plays a crucial role. Actu-
ally, many formation controllers can be treated as special
cases of consensus-based controllers, whose stabilities are
analysed under the framework of graph Laplacematrices.
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Ren and Sorensen (2008) design a leader–follower dis-
tributed formation control and present a state estimation
architecture. Dasdemir and Loría (2014) introduce a uni-
form global exponential stable consensus formation con-
trol law in a spanning-tree topology for the situation that
the position measurements may be lost over the commu-
nication interruption intervals. Another approach, hing-
ing on the use of potential functions, can be found in
Krick, Broucke, and Francis (2009), which designs a gra-
dient control law for the agents to form the desired forma-
tion based on a potential function of the distances among
the neighbourhood agents. The traditional ODEmethods
have the disadvantage that the number of ODEs increases
as the agent population grows. In practice, it would be
impossible to control a multi-agent system with a huge
number of nodes.

For large-scalemulti-agent systems, a new continuum-
based viewpoint has arisen, leaning heavily on partial
differential equation (PDE) models (see Blondel, Hen-
drickx, & Tsitsiklis, 2010; Canuto, Fagnani, & Tilli, 2008;
Helbing, 2001; Sarlette & Sepulchre, 2009). Ferrari-
Trecate, Buffa, and Gati (2006) propose a framework of
partial difference equations (PDEs) over graphs to analyse
the collective dynamics of themulti-agent systems, which
in turn provides the fundamental basis to employ PDEs
to model multi-agent systems. Since the (graph) Laplace
control law for the state consensus (Olfati-Saber &
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Murray, 2004) can be formulated as a linear PDE which
behaves like a heat equation over the graph, the Laplace
operator in a PDE could play the role of consensus con-
trol. The selected discretisation schemes for a PDE with
respect to the spatial coordinates determine the underly-
ing communication topology connecting different agents.
In particular, the application of finite-difference approx-
imations results in the space variable(s) being mapped
as the agent index(es), and the spatial derivatives being
transformed into links between neighbours (see Barooah,
Mehta, & Hespanha, 2009; Qi, Vázquez, & Krstic, 2015),
which allow the collective dynamics of a large group
of discrete agents to be formulated as a PDE. Hao and
Barooah (2012) also analyse the approximation error
between the PDE and the corresponding discretised agent
system, which states PDE is an accurate approximation
of the coupled-ODE model. Kim, Kim, Natarajan, Kelly,
and Bentsman (2008) employ an adaptive control law
for a multi-agent PDE system to achieve desired forma-
tion. Meurer and Krstic (2011) design a feedforward con-
troller for multi-agent finite-time deployment by using
a flatness-based motion planning method for PDEs. A
1-D linear reaction–advection–diffusion PDE is used in
Frihauf and Krstic (2011) for leader-enabled deployment
onto planar curves. Ghods and Krstic (2012) incorpo-
rate extremum seeking in a PDE model for multi-agent
deployment around a source. Hao, Barooah, and Mehta
(2011) introduce a wave-like PDE to study the scaling
laws of stability margin for large vehicular formations
by means of PDE eigenvalue analysis. Hyperbolic mod-
els have also been used to analyse networks of oscilla-
tors in Mauroy and Sepulchre (2013). In this paper, we
employ two 2-D reaction–advection–diffusion PDEs to
model the dynamics of a large-scale multi-agent system,
where the PDE states denote the positions of the agents.
The first PDE is complex-valued, with the real and imag-
inary parts denoting the state components under x and y
coordinates, respectively. The second PDE is real-valued
and describes the state evolution following the z coor-
dinate (height). The advection and diffusion terms help
generate all possible equilibria of the PDEs, which could
be treated as rich and interesting desired formation pro-
files. As will be seen later, the transition from one forma-
tion to another formation can be achieved by changing
the equilibria.

Note that the desired formations can be open-loop
unstable, and we use the backstepping method (Krstic
& Smyshlyaev, 2008) for designing boundary controllers
to stabilise the formations. Backstepping has proved to
be good at explicit boundary controller design for 1-D
PDE (Smyshlyaev & Krstic, 2004). By only adding con-
trol inputs to a few agents, namely the leader agents on
the boundary, of the wholemulti-agents network through

applying the boundary control, we achieve the forma-
tion control goal. This is consistent with the conception
of pinning control strategy (Wang & Su, 2014) in that
the leader agents are the selected pinning agents to be
controlled. More importantly, it greatly reduces the cost
of calculation with the system modelled by ODEs. Fur-
thermore, there are only a few literatures on backstep-
ping control of higher dimensional PDEs. Vázquez and
Krstic (2007) use Fourier transformation to first reduce
the dimension and then design boundary controllers for
the resulting 1-DPDEs, while Vázquez, Trélat, andCoron
(2008) employ Fourier series expansion to study a period-
ical boundary problem. For the periodical boundary of
the cylindrical topology in the paper, we employ Fourier
series to expand the 2-D PDEs. Then, for each Fourier
coefficient which satisfies a 1-D PDE, we design the back-
stepping control laws, where the kernel equations are
solved to its explicit form. Finally, we assemble all the
Fourier coefficients to get the boundary control for the
2-D PDEs. In order to reduce the cost of information
exchange between the leader agents and follower agents,
we design an observer also in explicit form to estimate the
positions of all the agents, which are required in the lead-
ers’ feedback control law, from only one boundary mea-
surement. By using the observer, the leaders only need
to interact with their nearest neighbours for obtaining
the positions. Moreover, since only the leaders need to
know the desired formation in advance (they are selected
pining agents), this would also decrease the cost of the
system.

This model could serve as an extension of the one pro-
posed in Qi et al. (2015), where it is defined on a disk,
and the model in this paper is defined on a cylindri-
cal surface, parameterised in the cylindrical coordinates
(r, θ , s) with a constant radium. The cylindrical surface, as
the topology of the continuum agents, could generate the
cylindrical and conical surface that cannot be generated
by the use of a disk topology (see Qi et al., 2015). Note
that cylinders and cones exist broadly in real world, and
also that the cylindrical and conical formations are signif-
icant for multi-agent system in applications. For example,
a group of sensors takes a cylindrical formation around
the pipes to detect possible leakage of offshore pipes dur-
ing gas or crude oil transportation (Xu, Dong, Ren, Jiang,
& Yu, 2014).

In addition, we show the closed-loop stability with
respect to the L2 , H1, and H2 norms, respectively,
which guarantees a good system behaviour. In order for
2-D PDEs to have state continuity, H2 norm stability is
needed, which in turn guarantees the connection of the
topology. The continuity of the state variables implies
that the agents which are neighbours in topology are
also close in physical space. Each agent has a limited
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communication capability which allows it to interact
only with agents nearby. Hence, H2 norm stability of
the closed-loop control system is necessary for the pro-
posed control laws to keep the topology unchanged
and connected over time, which avoid extra cost for
preserving topology connectivity (see Wang & Su,
2014).

In our simulation, the PDEs are discretised via a three-
point central difference scheme to get a control law for
each agent, which imposes an initial topology of a mesh-
grid on cylindrical surface for the agents interacting with
each other. Namely, each inner agent has four neigh-
bours, while each agent at the boundary has three neigh-
bours. The topology keeps unchanged over time by apply-
ing the proposed method. The designed controllers are
actuated by a few leader agents located at the boundary.
The numerical simulations are consistent with the the-
oretical results, which illustrate that the proposed con-
trol laws also achieve smooth transitions among different
formations. Furthermore, we study the collision among
agents by using simulation; in the numerical example of
the paper, no collision occurs, given the initial positions
of non-collision.

The remaining parts of this paper are organised as fol-
lows. Section 2 presents the model and some potential
formation profiles for the agents. Section 3 focuses on the
design of a boundary control law for the system in a cylin-
drical surface domain. For the resulting closed-loop sys-
tem with the boundary control, it is proven in Section 4
that the desired agent formation profiles are exponential
stable with respect to the H2 norm. Then, we introduce
a boundary observer and prove the H2 exponential sta-
bility of the output-feedback closed-loop control system
in Section 5. By means of the finite difference methods,
we relate the PDE control designs with the distributed
control laws for the agents in Section 6. Moreover, we
give some numerical simulation results to demonstrate
the effectiveness of the proposed control laws. We con-
clude this paper with some remarks in Section 7. Finally,
we end this article with two appendices that contain some
necessary details.

2. Modelling themulti-agent system

Consider a group of agents labelled by (i, j), i = 1,… ,
N, j = 1,… , M, which move in the 3-D space under the
coordinate axes (x, y, z). To simplify the expression, we
use a complex-valued variable u = x + jy to denote the
state components on the axes (x, y). In the most straight-
forward ODE models, the consensus control laws (see
Olfati-Saber et al., 2007) for each agent (i, j) are usually
formulated as integrators:

dui, j
dt

=
∑

(m,l)∈N (i, j)

α
(i, j)
(m,l)(um,l − ui, j), (1)

dzi, j
dt

=
∑

(m,l)∈N(i, j)

β
(i, j)
(m,l)(zm,l − zi, j), (2)

where N(i, j) denotes the set of all the other agents that
share information with each agent (i, j), called as its
neighbours. The constantsα(i, j)

(m,l), β
(i, j)
(m,l) represent the cor-

respondingweights of credibility that are put on the infor-
mation from each neighbour. Consider an indirect topol-
ogy graph on a cylindrical surface (see Figure 1), which
defines the neighbour set of each agent. Our control
objective is to drive the system into some desired forma-
tion profiles on this surface.

When the number of the agents is large, more specif-
ically, if M and N are large, then we can treat the whole
of the agents as a continuum. This allows to map the dis-
crete identification (ID) numbers (i, j) of the agents (θ i,
sj) into the coordinates on the cylindrical surface $ =
{(θ , s) : −π ! θ < π , 0 ! s ! 1}, that is, (θ i, sj) →
(θ , s) as M, N → ". Correspondingly, the (large scale)
multi-agent systems can bemodelled as PDEs. In this sec-
tion, we would like to employ (linear parabolic) PDEs
instead, for modelling the collective dynamics of the
multi-agent systems. The equilibria of the PDEs, which
fully depend on the chosen models, stand for the corre-
sponding desired formation profiles.

Ferrari-Trecate et al. (2006) state that the Laplace oper-
ator in the PDE plays the role of the consensus law
proposed in Olfati-Saber and Murray (2004). Indeed,
all the (partial) derivatives of the state with respect to
the state variable can stand for some communication
graphs among the agents. Thus, the collective dynamics
of the agent system can be modelled by a system of two
reaction–advection–diffusion PDEs as follows:

ut (t, θ, s) = &u(t, θ, s) + β1us(t, θ, s) + λ1u(t, θ, s),
(3)

zt (t, θ, s) = &z(t, θ, s) + β2zs(t, θ, s) + λ2z(t, θ, s),
(4)

for (t, θ, s) ∈ R+ × $, u, λ1, β1 ∈ C, z, λ2 , β2 ∈ R. &

denotes the Laplace operator, that is,

&u(t, θ, s) = uθθ (t, θ, s) + uss(t, θ, s), (5)

&z(t, θ, s) = zθθ (t, θ, s) + zss(t, θ, s). (6)
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Figure . Cylindrical surface topology defining the communica-
tion relationship among agents. The agents at the uppermost and
lowermost layers are leaders. Each follower has four neighbours.

(θ , s) are the spatial variables, which also serve as the
IDs of the agents on the communication topology. The
boundary conditions are

u(t, θ, 0) = f1(θ ), u(t, θ, 1) = g1(θ ) +U (t, θ ), (7)

u(t, −π , s) = u(t, π, s), (8)

z(t, θ, 0) = f2(θ ), z(t, θ, 1) = g2(θ ) + Z(t, θ ), (9)

z(t, −π , s) = z(t, π, s), (10)

where f1(θ), g1(θ) and f2 (θ), g2 (θ) are non-zero and
bounded boundary conditions for the states u and z,
respectively, which represent (open-loop) formation of
the leaders. U(t, θ) and Z(t, θ) are the to-be-designed
boundary controllers at the horizontal and vertical coor-
dinates, respectively, to stabilise the system to some
equilibria. Moreover, (8) and (10) are periodic boundary
conditions for the cylinder surface. Following the concep-
tion of boundary actuation, the agents at the boundary
are selected as leaders, which are located at the upper-
most and lowermost layers in the topology surface (see
Figure 1).

The steady-state solutions (ū(θ , s), z̄(θ , s)) to
(3)–(10) satisfy the following PDEs:

&ū(θ , s) + β1ūs(θ , s) + λ1ū(θ , s) = 0, (11)

&z̄(θ , s) + β2z̄s(θ , s) + λ2z̄(θ , s) = 0, (12)

with

ū(θ , 0) = f1(θ ), ū(θ , 1) = g1(θ ), (13)

ū(0, s) = ū(2π , s), (14)

z̄(θ , 0) = f2(θ ), z̄(θ , 1) = g2(θ ), (15)

z̄(0, s) = z̄(2π , s). (16)

The explicit solution for the complex-valued state is given
by

! If a := β2
1 − 4λ1 + 4n2 > 0, then

ū(θ , s) =
∞∑

n=−∞
ejnθ−1/2β1s

(
Ane

√
as + Bne−

√
as
)

, (17)

! If a = 0, then

ū(θ , s) =
∞∑

n=−∞
ejnθ

(
Ane− 1

2β1s + Bnse− 1
2β1s

)
, (18)

! If a < 0, then

ū(θ , s) =
∞∑

n=−∞
ejnθ−1/2β1s

(
An cos

(
1
2
√

−as
)

+Bn sin
(
1
2
√

−as
))

, (19)

where An’s and Bn’s are all constants depending on
the boundary condition (13), (14). The equilibria z̄ can
be obtained in a similar way. These equilibria (ū, z̄) can
serve as the desired positions for all the agents to reach,
then Equations (11)–(16) characterise all achievable 3-
D deployments. Once the agents arrive at these steady-
state positions, they would stay there forever, unless there
are some external forces that make them leave. Figure 2
shows four possible formation manifolds upon different
boundaries and parameters.

Note that for large values of Re(λ1) and λ2 , systems
(3)–(10) could be open-loop unstable. In this case, the
agents would notmove spontaneously (without a control)
to the desired position (formation profiles) from any ini-
tial positions except the equilibria. Then, it is necessary to
design stabilising (boundary) controllers, which are the
feedback control laws actuated by the leaders.

Let

ũ(t, θ, s) = u(t, θ, s) − ū(θ , s), (20)

z̃(t, θ, s) = z(t, θ, s) − z̄(θ , s), (21)

then, we arrive at the following (error) system of
equations:
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Figure . Agent formation manifolds. The green and orange curves represent the formation shapes on the boundaries s =  and s =
, which denote the corresponding positions of the leaders. (a) The boundaries are f(θ ) = g(θ ) = ejθ and f(θ ) = , g(θ ) =  with the
parameters λ = , λ =  and β  = β = . (b) The boundaries are f(θ ) = g(θ ) = ejθ and f(θ ) = , g(θ ) =  with the parameters λ =
, λ =  and β  = β = . (c) The boundaries are f1(θ ) = g1(θ ) = 1

2e
−j3θ − 1

2e
−j2θ + 1

2e
j2θ + 1

2e
j3θ and f(θ )= , g(θ )= , with the

parameters λ = , λ = , β  =  and β = . (d) The boundaries are f(θ ) = g(θ ) = ejθ and f(θ ) = , g(θ ) = , with the parameters
λ = , λ = , β  =  + j and β = 

ũt (t, θ, s) = &ũ(t, θ, s) + λ1ũ(t, θ, s)
+ β1ũs(t, θ, s), (22)

z̃t (t, θ, s) = &z̃(t, θ, s) + λ2z̃(t, θ, s)
+ β2z̃s(t, θ, s), (23)

with the boundary conditions

ũ(t, θ, 0) = 0, ũ(t, θ, 1) = Ũ (t, θ ), (24)

ũ(t, 0, s) = ũ(t, 2π , s), (25)

z̃(t, θ, 0) = 0, z̃(t, θ, 1) = Z̃(t, θ ), (26)

z̃(t, 0, s) = z̃(t, 2π , s), (27)

where

Ũ (t, θ ) = U (t, θ ). (28)

Since the ũ and z̃ systems are uncoupled, they can be anal-
ysed separately. We shall only analyse the dynamics of ũ
in detail, and the results for z̃ can be derived in a similar
form. In the next sections, we focus on stabilising control
designs for the ũ-system (22), (24) and (25).

3. Backstepping boundary control

We first transform the system (22), (24) and (25) into a
simpler form (without the advection term) through the
following map:

v(t, θ, s) = e
1
2β1sũ(t, θ, s), (29)
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In Appendix 1, we give more discussion about the trans-
formation (29).

Then, the system becomes

vt (t, θ, s) = &v(t, θ, s) + λv(t, θ, s), (30)

v(t, θ, 0) = 0, v(t, θ, 1) = V (t, θ ), (31)

v(t, 0, s) = v(t, 2π , s), (32)

where

λ = λ1 − 1
4
β2
1 , (33)

V (t, θ ) = e
1
2β1Ũ (t, θ ) = e

1
2β1U (t, θ ). (34)

It is obvious that the system (22), (24) and (25) and the
system (30)–(32) are equivalent. Thus, we would like to
stabilise the system (30)–(32) to the origin. In what fol-
lows, we shall design a feedback control law by using a
backstepping-based method.

3.1 PDE control design for the fourier series
coefficients

By using the Fourier series expansion, we first derive the
PDE systems in which the system states are the corre-
sponding Fourier coefficients. The Fourier coefficients
are independent of the angular argument, and as a result,
the system dimension is reduced to one. We design the
boundary controller for each of the resultant PDE system
by backstepping method. Then, we obtain the controller
for the two-dimensional PDE by inverting the Fourier
transformation, i.e. summing the boundary controllers
multiplied by ejθ . We expand the system state of (30) and
the boundary control in (32) as Fourier series:

v(t, θ, s) =
∞∑

n=−∞
vn(t, s)ejnθ , (35)

V (t, θ ) =
∞∑

n=−∞
Vn(t )ejnθ , (36)

where the coefficients vn and Vn, for n ∈ Z, satisfy

vn(t, s) = 1
2π

∫ π

−π

v(t, s, ψ )e−jnψdψ, (37)

Vn(t ) = 1
2π

∫ π

−π

V (t, ψ )e−jnψdψ . (38)

Each coefficient vn(t, r), n ∈ Z verifies the following
PDE:

vnt (t, s) = vnss(t, s) − n2vn(t, s) + λvn(t, s), (39)

evolving in (t, s) ∈ R+ × [0, 1], with the boundary con-
dition

vn(t, 0) = 0, vn(t, 1) = Vn(t ). (40)

Since these PDEs are uncoupled, we can independently
design a feedback controller Vn to stabilise each vn sys-
tem. After that, we can use (36) to find U, by assembling
all the designed Vn’s.

Following the PDE backstepping method proposed in
Krstic and Smyshlyaev (2008), our approach for design-
ing the controllerVn(t) is to seek a transformation tomap
the system (39), (40) into the following exponential stable
target system:

wnt (t, s) = wnss(t, s) − n2wn(t, s) (41)

with the following boundary condition:

wn(t, 0) = 0, wn(t, 1) = 0. (42)

Postulate the transformation as follows:

wn(t, s) = vn(t, s) −
∫ s

0
Kn(s, τ )vn(t, τ )dτ, (43)

where the to-be-determined kernel Kn(s, τ ) is defined
on Ts = {(s, τ ) : 0 ≤ τ ≤ s ≤ 1}. By substituting the
transformation (43) into the target system (41), (42),
performing differentiation and integration by parts
(see Smyshlyaev & Krstic, 2004), we arrive at the follow-
ing hyperbolic PDE for the transformation kernel:

Knss(s, τ ) − Knττ (s, τ ) = λKn(s, τ ) (44)

with the boundary condition

Kn(s, 0) = 0, Kn(s, s) = −λ

2
s. (45)

From the result for the solution to (4.15) in Krstic and
Smyshlyaev (2008), we have the following explicit expres-
sion for the kernel:

Kn(s, τ ) = −λτ
I1

[√
λ(s2 − τ 2)

]

√
λ(s2 − τ 2)

, (46)
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where I1 is the first-order modified Bessel function of the
first-kind. Note that all the kernels Kn(s, τ ) are indepen-
dent of n, and, thus, we write

Kn(s, τ ) ! K(s, τ ) ∈ C∞(T ). (47)

By setting s= 1 in (43) and applying the boundary con-
ditions (40), (42), we immediately obtain the following
control law Vn(t) as a feedback of all the values vn(t, τ )
for τ #(0, 1):

Vn(t ) =
∫ 1

0
Kn(1, τ )vn(t, τ )dτ

= −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

vn(t, τ )dτ. (48)

3.2 PDE controller for the original (error) system

Let

w(t, θ, s) =
∞∑

n=−∞
wn(t, s)ejnθ , (49)

then, from the transformations (35) and (43), we have the
following relation between w(t, θ , s) and v(t, θ , s):

w(t, θ, s) =
∞∑

n=−∞
vn(t, s)ejnθ

−
∞∑

n=−∞

∫ s

0
K(s, τ )vn(t, τ )ejnθdτ

= v(t, θ, s) −
∫ s

0
K(s, τ )v(t, θ, τ )dτ. (50)

Moreover, we have the following (exponentially stable)
system for w:

wt (t, θ, s) = &w(t, θ, s), (51)

w(t, θ, 0) = 0, w(t, θ, 1) = 0. (52)

From (36) and (48), we get the following control law
V(t, θ):

V (t, θ ) = −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

v(t, θ, τ )dτ, (53)

which is a feedback of all the state values v(t, θ , τ ) for τ

#(0, 1). In Appendix 2, we design the controllers for the
two coupled real-valued PDEs corresponding to the real
and imaginary parts of v , respectively, which is shown to
be equivalent to (53).

Back to the original u-system (3), (7), (8), we get the
following boundary controller:

U (t, θ ) = e−
1
2β1V (t, θ )

= −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β1(1−τ )(u(t, θ, τ )

− ū(θ , τ ))dτ, (54)

where the first line used (20) and (25), the second line
used (13), (20), (34) and (53). The control law (54) for
the leader agents on the boundary could help achieve
the desired stable formation, in which the formation
shape ū(θ , s) and formation boundary g1(θ) can be pre-
computed.

The real-valued z-model for the height coordinate can
be regarded as a special case of the complex-valued u-
model (22), (24), (25). Thus, by following a similar proce-
dure, a stabilising control law actuated by the leaders for
the z system is obtained as

Z(t, θ ) = −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β1(1−τ )(z(t, θ, τ )

− z̄(θ , τ ))dτ. (55)

3.3 Inverse transformation from u to w

The transformation (50) from u tow is invertible and the
inverse transformation is

v(t, θ, s) = w(t, θ, s) +
∫ s

0
G(s, τ )w(t, θ, τ )dτ, (56)

where

G(s, τ ) = −λτ
J1

[√
λ(s2 − τ 2)

]
√

λ(s2 − τ 2)
∈ C∞(T ). (57)

4. Stability analysis

In this section, we investigate the stability of the closed-
loop u-system (3), (7), (8) with the controller (54). Given
that the considered domain is two-dimensional, a result
at least in the Sobolev space H2 is required (see Brezis,
2010), to have the continuity of the state variables. Our
definitions of the partial derivatives under the cylindrical
coordinates (r, θ , s) follow from those defined under the
Cartesian coordinates (x, y, s). Given a function χ(r, θ , s)
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#C1, it can be derived from the chain rule that

∂χ

∂x
= cos θ

∂χ

∂r
− sin θ

r
∂χ

∂θ
, (58)

∂χ

∂y
= sin θ

∂χ

∂r
+ cos θ

r
∂χ

∂θ
,

∂χ

∂s
= ∂χ

∂s
. (59)

Let r = 1, then (58), (59) become

∂χ

∂x
= − sin θ

∂χ

∂θ
,

∂χ

∂y
= cos θ

∂χ

∂θ
,

∂χ

∂s
= ∂χ

∂s
.

(60)

Based on (60), we give the following definitions of the L2 ,
H1 and H2 norms.
Definition 4.1: The L2 norm on the cylindrical surface
∥ · ∥L2 is defined as

∥χ (θ , s)∥L2 =
(∫ 1

0

∫ π

−π

|χ (θ , s)|2dθds
)1/2

,

∀χ (θ , s) ∈ L2((0, 1) × (−π , π )). (61)

The Sobolev norm ∥ · ∥H1 is defined as

∥χ (θ , s)∥2H1 = ∥χ (θ , s)∥2L2 + ∥χθ (θ , s)∥2L2
+ ∥χs(θ , s)∥2L2, ∀χ (θ , s)
∈ H1((0, 1)(−π , π )). (62)

The Sobolev norm ∥ · ∥H2 is defined as

∥χ (θ , s)∥2H2 = ∥χ∥2H1 + ∥χθθ∥2L2 + 2∥χθs∥2L2 + ∥χss∥2L2
+ ∥χθ∥2L2, ∀χ (θ , s) ∈ H2((0, 1)(−π , π )).

(63)

We know that the u-system and the v-system (30)–
(32) are equivalent. Moreover, based on the transforma-
tions (50), (56) between the v-system (30)–(32) and the
w-system (51)–(52), the following proposition states the
equivalence of the L2 ,H1 andH2 norms of v and those of
w, respectively.
Proposition 4.1: Let χ(θ , s) be related to ,(θ , s) by
follows:

χ (θ , s) = ,(θ, s) +
∫ s

0
L(s, τ ),(θ, τ )dτ, (64)

where L(s, τ ) ∈ C2(T ). Then,

∥χ∥L2 ≤ C0∥,∥L2, (65)

∥χ∥H1 ≤ C1∥,∥H1, (66)

∥χ∥H2 ≤ C2∥,∥H2, (67)

where the constants Ci, i = 1, 2, 3 depend only on L(s, τ ).

Proof: Since L(s, τ ) ∈ C2(T ), then there exist positive
constantsM,Ms,Mτ ,Mss such that for any (s, τ ) ∈ T ,

|L(s, τ )| ≤ M, |Ls(s, τ )| ≤ Ms, (68)

|Lτ (s, τ )| ≤ Mτ , |Lss(s, τ )| ≤ Mss. (69)

Then,

∥χ∥2L2 =
∫ 1

0

∫ π

−π

∣∣∣∣,(θ, s) +
∫ s

0
L(s, τ ),(θ, τ )dτ

∣∣∣∣
2

dθds

≤ 2∥,∥2L2 + 2
∫ 1

0

∫ π

−π

∣∣∣∣

∫ s

0
L(s, τ ),(θ, τ )dτ

∣∣∣∣
2

dθds

≤ 2∥,∥2L2 + 2M2
∫ 1

0

∫ π

−π

∫ s

0
|,(θ, τ )|2dτdθds

≤ C0∥,∥2L2 , (70)

where C0 = 2(1 +M2 ).
We have

χs(θ , s) = ,s(θ , s) + L(s, s),(θ , s)

+
∫ s

0
Ls(s, τ ),(θ, τ )dτ,

χθ (θ , s) = ,θ (θ , s) +
∫ s

0
L(s, τ ),θ (θ , τ )dτ. (71)

Then, from the definition (62) of the H1 norm on the
cylindrical surface, we obtain

∥χ∥2H1 = ∥χ∥2L2 + ∥χs∥2L2 + ∥χθ∥2L2
≤ C0∥,∥2L2 + 3∥,s∥2L2 + 3M2∥,∥2L2 + 3M2

s ∥,∥2L2
+ 2∥,θ∥2L2 + 2M2∥,θ∥2L2

= (C0 + 3M2 + 3M2
s )∥,∥2L2 + 3∥,s∥2L2

+ 2(1 + M2)∥,θ∥2L2
≤ C1∥,∥2H1, (72)

where

C1 = max
{
C0 + 3M2 + 3M2

s , 3, 2 + 2M2}

= max
{
2 + 5M2 + 3M2

s , 3
}
. (73)
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For the H2 norm defined in (63), we have

∥χ∥2H2 = ∥χ∥2H1 +
∫ 1

0

∫ π

−π

(|χθθ |2 + 2|χθs|2 + |χss|2

+ |χθ |2)dθds
≤ C1∥,∥2H1 + 2∥,θθ∥2L2 + 2M2∥,θθ∥2L2

+ 6(Ms + Mτ )∥,∥2L2 + 6M2∥,s∥2L2
+ 6M2

ss∥,∥2L2 + 6M2
s ∥,∥2L2 + 2∥,θ∥2L2

+ 2M2∥,θ∥2L2 + 6∥,θs∥2L2 + 6M2∥,θ∥2L2
+ 6M2

s ∥,θ∥2L2
= (C1 + 6M2

s + 6M2
τ + 6M2

ss + 6M2
s )∥,∥2L2

+ (C1 + 6M2)∥,s∥2L2 +C1∥,θ∥2L2 + 6∥,ss∥2L2
+ 2(1 + M2)∥,θθ∥2L2
+ 2(1 + 4M2 + 3M2

s )∥,θ∥2L2 + 6∥,θs∥2L2
≤ C2∥,∥2H2, (74)

where

C2 = max
{
C1 + 6M2

s + 6M2
τ + 6M2

ss + 6M2
s ,C1 + 6M2,

6, 2
(
1 + 4M2 + 3M2

s
)}

. (75)
"

Therefore, the original u-system and the transformed
w-system are equivalent. Next we first discuss about the
stability property of the w system.

Proposition 4.2: For any initial condition w(0, θ , s)
# H2($), the system (51)–(52) admits a (unique, mild)
solutionw ∈ C

(
[0, ∞),H2($)

)
and the equilibriumw(t,

θ , s) $0 is exponentially stable in the H2 norm, in partic-
ular, there exist two constants C3 > 0, α > 0, such that

∥w(t, ·)∥H2 ≤ C3e−αt∥w(0, ·)∥H2 . (76)

Moreover, if the following boundary compatibility condi-
tions

w(0, θ, 0) = 0, w(0, θ, 1) = 0 (77)

are also satisfied, then the solution is classical.

Proof: The well-posedness result is standard (see, for
instance, Brezis (2010)). For the norm estimates, consider
first

V1 = 1
2
∥w(t, ·)∥2L2 = 1

2

∫ 1

0

∫ π

−π

|w(t, θ, s)|2dθds.

(78)

Then,

V̇1 =
∫ 1

0

∫ π

−π

ww∗
t + w∗wt

2
dθds

= Re
∫ 1

0

∫ π

−π

{w∗wss + w∗wθθ }dθds

= −
∫ 1

0

∫ π

−π

(
|ws|2 + |wθ |2

)
dθds, (79)

where w* denotes the (complex) conjugate of w. To pro-
ceed, we employ the Poincare’s inequality in cylindrical
surface:

∫ 1

0

∫ π

−π

|w|2dθds ≤ 4
∫ 1

0

∫ π

−π

|ws|2dθds. (80)

Then,

V̇1 ≤ −1
4

∫ 1

0

∫ π

−π

|w(t, θ, s)|2dθds = −α0V1, (81)

where α0 = 1/2, and thus the L2 norm stability of the sys-
tem (51)–(52) is obtained. Take

V2 = V1 + 1
2

∫ 1

0

∫ π

−π

(|ws(t, ·)|2 + |wθ (t, ·)|2)dθds,

(82)

which is equivalent to the square of theH1 norm. Then,

V̇2 = V̇1 + 1
2

∫ 1

0

∫ π

−π

(w∗
s wst + w∗

θwθt )dθds

= V̇1 −
∫ 1

0

∫ π

−π

|wss + wθθ |2 dθds

≤ −
∫ 1

0

∫ π

−π

(
|ws|2 + |wθ |2

)
dθds

≤ −3
8
V1 − 1

4

∫ 1

0

∫ π

−π

(
|ws|2 + |wθ |2

)
dθds

≤ −α1V2, (83)

where α1 = 3/8. For the H2 norm estimate, we define

V3 = V1 +V2 + 1
2

∫ 1

0

∫ π

−π

|&w|2dθds. (84)

Note that
∫ 1

0

∫ π

−π

|wθs|2dθds

= 1
2

∫ 1

0

∫ π

−π

(wθθw
∗
ss + w∗

θθwss)dθds, (85)
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then,

1
2

∫ 1

0

∫ π

−π

|&w|2dθds

= 1
2

∫ 1

0

∫ π

−π

(|wss|2 + |wθθ |2 + 2|wθs|2)dθds. (86)

Hence,V3 is equivalent to the square of theH2 norm (63).
Since &w = wss + wθθ = wt, we have the equation for
&w as: (&w)t = &(&w) with &w(t, θ , 0) = &w(t, θ , 1)
= 0. Note that this system is the same as (51), (52). Thus,
&w, treated as a state, is L2 stable. Following a similar way
as the previous development, it can be derived that V̇3 ≤
−αV3, with α = 3/8. From the equivalence between V3
and the square of the H2 norm, (76) can be proved. "

From the equivalence between the original u-system
and the transformed w-system, we obtain the following
theorem stating that the designed feedback control law
helps achieve exponential stability of the u-deployment
profile in H2 norm.
Theorem4.1: For any initial condition u(0, θ , s)#H2($),
the closed-loop u-system (22), (24)with the control law (54)
admits a (unique, mild) solution u ∈ C

(
[0, ∞),H2($)

)

that satisfies

∥u(t, ·) − ū(·)∥H2 ≤ Be−αt∥u(0, ·) − ū(·)∥H2 (87)

for two constants B > 0 and α > 0. Moreover, if u(0, θ , s)
satisfies the boundary compatibility conditions

u(0, θ, 0) = f1(θ ), (88)

u(0, θ, 1) = ū(θ , 1) −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β1(1−τ )

× (u(0, θ, τ ) − ū(θ , τ ))dτ, (89)

then, the solution is classical.

A similar result could be obtained for the z system,
and the details are omitted for simplicity. This obtained
H2 stability result guarantees that the neighbours in terms
of the network topology remain neighbours in geometric
space, which is important in practice to avoid the agents
going out of the communication range.

5. Output feedback controller design

5.1 Observer design

The state feedback control law (54) assumes that each
leader knows the positions of all the agents at all times,
which is in general not realisable. Thus, we would like to

design an observer to estimate these positions, using only
measurement at the boundary, specifically, the derivative
us(t, θ , 1). We propose the following observer:

v̂t (t, θ, s) = &v̂(t, θ, s) + λv̂(t, θ, s) + P(t, θ, s),
(90)

v̂(t, θ, 0) = 0, (91)

v̂(t, θ, 1) = V (t, θ ) + p10[vs(t, θ, 1) − v̂s(t, θ, 1)],
(92)

where v̂(t, θ, s) is the estimated state, V(t, θ) is the
applied control (53), and the operators P, p10 are to be
determined. Since the observer design is dual to the con-
trol design, it is foreseeable that the output injection oper-
ator P is independent of n. Then, we let

P(t, θ, s) = p1(s)
(
vs(t, θ, 1) − v̂s(t, θ, 1)

)
, (93)

where p1(s) is the observer kernel gain.
To find the observer kernel p1(s) and the value p10 that

guarantee convergence of v̂ to v , we introduce the error
variable ṽ = v − v̂ , which satisfies

ṽt (t, θ, s) = &ṽ(t, θ, s) + λṽ(t, θ, s)
− p1(s)ṽs(t, θ, 1), (94)

ṽ(t, θ, 0) = 0, (95)

ṽ(t, θ, s) = −p10ṽs(t, θ, 1). (96)

Proceeding as in Section 3, we consider the Fourier series
expansion of ṽ(t, θ, s), with the corresponding Fourier
coefficients ṽn(t, s), respectively. Hence, we get a system
of uncoupled equations for the ũn’s:

ṽnt (t, s) = ṽnss(t, s) − n2ṽn(t, s) + λṽn(t, s)
− p1(s)ṽns(t, 1), (97)

ṽn(t, 0) = 0, (98)

ṽn(t, 1) = −p10ṽns(t, 1). (99)

We would like to transform each system (97) into a cor-
responding target system w̃n by using the mapping

ṽn(t, s) = w̃n(t, s) −
∫ 1

s
p(s, τ )w̃n(t, τ )dτ, (100)
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where the kernel p(s, τ ) is defined on Tp = {(s, τ ) : 0 ≤
s ≤ τ ≤ 1}, and the desired target system is

w̃nt (t, s) = w̃nss(t, s) − n2w̃n(t, s),
w̃n(t, 0) = 0, (101)

w̃n(t, 1) = 0. (102)

Analogous to the controller design, we get the following
observer kernel equation:

pss + pττ = −λp, (103)

p(0, τ ) = 0, (104)

p(s, s) = −λ

2
s. (105)

Solving the hyperbolic equations (103)–(105), we obtain

p(s, τ ) = −λτ
I1

[√
λ(τ 2 − s2)

]

√
λ(τ 2 − s2)

. (106)

Moreover, the boundary conditions of the systems ṽn, w̃n
determine the observer gains:

p1(s) = p(s, 1) = −λ
I1

[√
λ(1 − s2)

]

√
λ(1 − s2)

, p10 = 0.(107)

Define a transformation from v̂ to a new state û (which
will serve as the observed state for u):

û(t, θ, s) = ū(θ , s) + e−
1
2β1sv̂(t, θ, s), (108)

then, we get the û-system in the following explicit form:

ût (t, θ, s) = &û(t, θ, s) + β1ûs(t, θ, s) + λ1u(t, θ, s)

− λ
I1

[√
λ(1 − s2)

]

√
λ(1 − s2)

e
1
2β1(1−s)(us(t, θ, 1)

− ûs(t, θ, 1)), (109)

û(t, θ, 0) = f1(θ ), (110)

û(t, θ, 1) = g1(θ ) −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β(1−τ )

× (û(t, θ, τ ) − ū(θ , τ ))dτ. (111)

5.2 Output feedback stability

We now analyse the state stability in the H2 norm of the
output-feedback closed-loop (u, û)-system, where the u-
system is composed of (3), (7), (8) with the following con-
troller:

U (t, θ ) = −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β1(1−τ )

× (û(t, θ, τ ) − ū(θ , τ ))dτ, (112)

and the û-system is (109)–(111). From (20) and (29), the
u-system is equivalent to the v-system (30)–(32), with

V (t, θ ) = −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

v̂(t, θ, τ )dτ.

(113)

Moreover, from (108), we can derive that the û sys-
tem (109)–(111) is equivalent to the v̂-system (90)–(92).
Thus, the augmented (u, û)-system is equivalent to the
(v, v̂ )-system, and also equivalent to the (v̂, ṽ )-system.
From the following two (smooth, invertible) mappings of
state variables

ŵ(t, θ, s) = v̂(t, θ, s) −
∫ s

0
K(s, τ )v̂(t, θ, τ )ds,

(114)

ṽ(t, θ, s) = w̃(t, θ, s) −
∫ 1

s
p(s, τ )w̃(t, θ, τ )ds,

(115)

the (u, û)-system is also equivalent to the resulting
(ŵ, w̃)-system as follows:

ŵt (t, θ, s) = &ŵ(t, θ, s) + F̂(s)w̃(t, θ, 1), (116)
ŵ(t, θ, 0) = ŵ(t, θ, 1) = 0, (117)
w̃t (t, θ, s) = &w̃(t, θ, s), (118)
w̃(t, θ, 0) = w̃(t, θ, 1) = 0, (119)

where

F̂(s) = p1(s) −
∫ s

0
Kn(s, τ )p1(τ )dτ. (120)

Obviously, we have that F̂(s) ∈ C∞[0, 1]. While the H2

stability of the origin for the w̃-system follows from
Proposition 4.2, the stability of the cascade system is
slightly more involved to prove. We first give a lemma as
follows.
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Lemma 5.1: Suppose thatw(t, θ , s)with t > 0, (θ , s)#$

is a complex-valued function satisfying

w(t, θ, 0) = w(t, θ, 1) = 0, (121)

then,
∫ π

−π

|ws(t, θ, 1)|2dθ ≤ 3
∫ 1

0

∫ π

−π

|wss(t, θ, s)|2dθds.

(122)

Proof: Through integration by parts, we get

∫ 1

0

∫ π

−π

s
(
w∗

s wss + wsw
∗
ss
)
dθds

=
∫ π

−π

|ws(t, θ, 1)|2dθ

−
∫ 1

0

∫ π

−π

|ws(t, θ, s)|2dθds. (123)

That is,
∫ π

−π

|ws(t, θ, 1)|2dθ

=
∫ 1

0

∫ π

−π

|ws(t, θ, s)|2dθds

+ 2Re
{∫ 1

0

∫ π

−π

sw∗
s wssdθds

}
. (124)

By Cauchy–Schwarz and Young’s inequalities, it holds
that

∫ π

−π

|ws(t, θ, 1)|2dθ

≤
∫ 1

0

∫ π

−π

|ws(t, θ, s)|2dθds

+ 2
∫ 1

0

∫ π

−π

|wss(t, θ, s)|2dθds

≤ 3
∫ 1

0

∫ π

−π

|wss(t, θ, s)|2dθds, (125)

where we have used the Poincare’s inequality

∫ 1

0

∫ π

−π

|ws(t, θ, s)|2dθds ≤
∫ 1

0

∫ π

−π

|wss(t, θ, s)|2dθds,

which was stated in Lemma 3.1 of Vázquez et al.
(2008). "

We obtain next the following result.
Proposition 5.1: For any initial conditions
ŵ(0, θ, s), w̃(0, θ, s) ∈ H3($), there exist constants
B1, α4 > 0 such that the system (116)–(119) admits

a (unique, mild) solution ŵ, w̃ ∈ C
(
[0, ∞),H2($)

)

satisfying

∥ŵ(t, ·)∥H2 + ∥w̃(t, ·)∥H2

≤ B1e−α4t
(
∥ŵ(0, ·)∥H2 + ∥w̃(0, ·)∥H2

)
. (126)

Moreover, if the boundary compatibility conditions

ŵ(0, θ, 0) = 0, ŵ(0, θ, 1) = 0, (127)

w̃(0, θ, 0) = 0, w̃(0, θ, 1) = 0, (128)

are satisfied, then the solution is classical.

Proof: Due to the presence of w̃s(t, θ, 1) in (116), one
needs the H1 norm of w̃ to deduce the L2 stability of ŵ,
so we begin with the H1 analysis. Take

V1 = 1
2
∥ŵ∥2L2 + 1

2
∥w̃∥2L2 + 1

2
∥ŵθ∥2L2 + 1

2
∥ŵs∥2L2

+ A1

2
∥w̃θ∥2L2 + A1

2
∥w̃s∥2L2, (129)

where A1 > 0. One can easily derive that V1 is equiva-
lent to the square of the H1 norm of the cascade (ŵ, w̃)-
system state. By differentiating V1 and integrating by
parts, we find

V̇1 = 1
2

∫ 1

0

∫ π

−π

ŵ∗ŵt + w̃∗w̃t + ŵ∗
s ŵst + ŵ∗

θ ŵθt

+A1w̃
∗
s w̃st + A1w̃

∗
θ w̃θtdθds

= −
∫ 1

0

∫ π

−π

(
|ŵs|2 + |ŵθ |2

)
dθds

−
∫ 1

0

∫ π

−π

(
|w̃s|2 + |w̃θ |2

)
dθds

−
∫ 1

0

∫ π

−π

|ŵss + ŵθθ |2dθds

−A1

∫ 1

0

∫ π

−π

|w̃ss + w̃θθ |2dθds

+Re
{ ∫ 1

0

∫ π

−π

(ŵ∗(t, θ, s) − &ŵ∗(t, θ, s))

× F̂(s)w̃s(θ , 1)dθds
}
. (130)

By using the Cauchy–Schwarz inequality, Young’s
inequality, Poincare’s inequality (80) and Lemma 5.1,
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we obtain

V̇1 ≤ −
∫ 1

0

∫ π

−π

(
|ŵs|2 + |ŵθ |2

)
dθds

−
∫ 1

0

∫ π

−π

(
|w̃s|2 + |w̃θ |2

)
dθds

−
∫ 1

0

∫ π

−π

|ŵss + ŵθθ |2dθds

−A1

∫ 1

0

∫ π

−π

|w̃ss + w̃θθ |2dθds

+ 1
2γ

∫ 1

0

∫ π

−π

(|ŵ|2 + |&ŵ|2)θds

+ γ

2

∫ 1

0

∫ π

−π

|F̂(s)w̃s(t, θ, 1)|2dθds

≤ −
(
1
8

− 1
2γ

)
∥ŵ∥2L2 − 1

8
∥w̃∥2L2

− 1
2
(
∥ŵs∥2L2 + ∥w̃s∥2L2

)
−

(
∥ŵθ∥2L2 + ∥w̃θ∥2L2

)

−
(
1 − 1

2γ

)
∥&ŵ∥2L2 −

(
A1 − 3

2
γG2

)
∥w̃ss∥2L2

−A1
(
∥w̃θθ∥2L2 + 2∥w̃θs∥2L2

)
, (131)

where γ > 0 is an arbitrary positive constant; the follow-
ing equation

∫ 1

0

∫ π

−π

(
1
2
w̃ssw̃

∗
θθ + 1

2
w̃∗

ssw̃θθ

)
dθds

=
∫ 1

0

∫ π

−π

|w̃θs|2dθds, (132)

is derived from the homogenous boundary conditions
and is used in the second inequality, and we assume
|F̂(s)| ≤ G, since F̂(s) ∈ C∞[0, 1]. Let γ > 4, A1 >
3
2γG

2, then we obtain

V̇1 ≤ α3V1, (133)

where α3 = min{ 18 − 1
2γ , 1

2A1
} > 0.

Consider

V2 = V1 + 1
2
∥&ŵ∥2L2 + A2

2
∥&w̃∥2L2, (134)

where A2 > 0. It is also obvious that V2 is equivalent to
the square of the H2 norm. Take the time derivative

V̇2 = V̇1 −
∫ 1

0

∫ π

−π

(|&(ŵs)|2 + |&(ŵθ )|2 + A2|&(w̃s)|2

+A2|&(w̃s)|2)dθds +
∫ 1

0

∫ π

−π

&ŵ&(F̂(s)

× w̃s(t, θ, 1))dθds. (135)

We have

w̃θt (t, θ, s) = w̃θss(t, θ, s) + w̃θθθ (t, θ, s), (136)

w̃θ (t, θ, 0) = w̃θ (t, θ, 1) = 0. (137)

The above system has the same form as the w̃ system and
thus has a similar property:

∫ π

−π

|w̃θs(t, θ, 1)|2dθ ≤ 3
∫ 1

0

∫ π

−π

|w̃θss(t, θ, s)|2dθds.

(138)

Therefore, the last term of (135) becomes

∫ 1

0

∫ π

−π

&ŵ&(F̂(s)w̃s(t, θ, 1))dθds

=
∫ 1

0

∫ π

−π

&ŵ(F̂ssw̃s(t, θ, 1) + F̂(s)w̃sθθ (t, θ, 1))dθds

=
∫ 1

0

∫ π

−π

&ŵF̂ssw̃s(t, θ, 1)

− &(ŵθ )F̂(s)w̃sθ (t, θ, 1))dθds

≤
∫ 1

0

∫ π

−π

[
1
2γ

(|&ŵ|2 + |&(ŵθ )|2)

+ 1
2
γ
(
G2
ss|w̃s(t, θ, 1)|2 + G2|w̃θs(t, θ, 1)|2

)]
dθds

≤
∫ 1

0

∫ π

−π

[
1
2γ

(|&ŵ|2 + |&(ŵθ )|2)

+ 3
2
γ
(
G2
ss|w̃ss|2 + G2|w̃θss|2)

]
dθds. (139)

By Cauchy–Schwarz, Young’s, and Poincaré’s inequal-
ities, we find

V̇2 ≤ −α3V1 −
(
1 − 1

2γ

)
∥&ŵ∥2L2 −

(
A1 − 3

2
γG2

)

× ∥w̃ss∥2L2 − A1
(
∥w̃θθ∥2L2 + 2∥w̃θs∥2L2

)

− ∥&(ŵs)∥2L2 − ∥&(ŵθ )∥2L2 − A2(∥&(w̃s)∥2L2

+ ∥&(w̃θ )∥2L2 ) + 1
2γ

(
∥&ŵ∥2L2 + ∥&(ŵθ )∥2L2

)

+ 3
2
γ

(
G2
ss∥w̃ss∥2L2 + G2∥w̃θss∥2L2

)

≤ −α3V1 −
(
1 − 1

γ

)
∥&ŵ∥2L2 −

(
A1 − 3

2
γG2

− 3
2
γG2

ss

)
∥w̃ss∥2L2 − A1

(
∥w̃θθ∥2L2 + 2∥w̃θs∥2L2

)
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− ∥&(ŵs)∥2L2 −
(
1 − 1

2γ

)
∥&(ŵθ )∥2L2

−A2
(
∥&(w̃s)∥2L2 + ∥w̃θθθ∥2L2 + 2∥w̃θθs∥2L2

)

−
(
A2 − 3

2
γG2

)
∥w̃θss∥2L2 . (140)

Let A1 > 3
2γ (G2 + G2

ss) and A2 > 3
2γG

2, we reach

V̇2 ≤ −α4V2, (141)

where α4 = min{α3,A1 − 3
2γ (G2 + G2

ss)} > 0. Thus, the
proposition is proved. "

From the equivalence between the (u, û)-system and
the (ŵ, w̃)-system, after some calculations, we could
arrive at the following main result.

Theorem 5.1: For any initial conditions u0(θ , s),
û0(θ , s) ∈ H3($), there exist constantsD,αo > 0 such that
the augmented (u, û)-system of the u-system (3), (7), (8),
(112) and the û-system (109)–(111) admit a (unique, mild)
solution (u, û) ∈ C

(
[0, ∞),H2($)

)
and

∥u(t, ·) − ū(·)∥H2 + ∥û(t, ·) − ū(·)∥H2

≤ De−αot
(
∥u0 − ū(·)∥H2 + ∥û0 − ū(·)∥H2

)
. (142)

Moreover, if the compatibility conditions

u(0, θ, 0) = f1(θ ), (143)
û(0, θ, 0) = f1(θ ), (144)

u(0, θ, 1) = g1(θ ) −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β(1−τ )

× (û(0, θ, τ ) − ū(θ , τ ))dτ, (145)

û(0, θ, 1) = g1(θ ) −
∫ 1

0
λτ

I1
[√

λ(1 − τ 2)
]

√
λ(1 − τ 2)

e− 1
2β(1−τ )

× (û(0, θ, τ ) − ū(θ , τ ))dτ (146)

are satisfied, then the solution is classical.

A similar result also holds for the real-valued system
of z(t, θ , s).

6. Numerical simulations

6.1 Discretised agent control laws

In order to apply the feedback control laws to the multi-
agent systems, we discretise the PDEmodel (3)–(4) in the

space $ by

θi = (i − 1)hθ , s j = ( j − 1)hs i = 1,N, j = 1,M,

(147)

where hθ = 2π
N−1 , hs = 1

M−1 . The following three-point
central difference approximation1 of (3)–(4) is consid-
ered:

u̇i, j =
ui+1, j − 2ui, j + ui−1, j

h2θ
+

ui, j+1 − 2ui, j + ui, j−1

h2s

+ β1
ui+1, j − ui−1, j

2hs
+ λ1ui, j, (148)

żi, j =
zi+1, j − 2zi, j + zi−1, j

h2θ
+

zi, j+1 − 2zi, j + zi, j−1

h2s

+ β2
zi+1, j − zi−1, j

2hs
+ λ2zi, j (149)

for the follower agents (i, j) with i = 1,N − 1, j =
2,M − 1. Both the state variables u, z are 2π-periodic in
θ , which gives u1, j = uN, j and z1, j = zN, j. For the leader
agents at j = 1, we have

ui,1 = f (θi) ! fi. (150)

For the leader agents at j = M, we have

ui,M = gi +
M∑

j=1

Kja j(ui, j − ūi, j), (151)

which gives the following actuation law:

ui,M = gi +
1

1 − KMaM

M−1∑

j=1

Kja j(ui, j − ūi, j), (152)

where gi’s, ūi, j’s denote the desired formation, ui, j’s are the
actual positions served as the state feedback, and Kj =

−λs j
I1
√

λ(1−s2j )√
λ(1−s2j )

is the discretised control kernel for u. The
coefficients aj are determined by the Simpson’s rules of
numerical integration,

a j = 1
3
, { j = 1,M};

a j = 4
3
, { j = 2, 4, . . . ,M − 1};

a j = 2
3
, { j = 3, 5, . . . ,M − 2}; (153)

where M has to be chosen as odd numbers according
to Simpson’s rules. Similar formula can also be obtained
for z.
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In practice, we use the estimated values for ui, j, which
are derived by running the observer on the actuation
leaders’ central processing unit (CPU). The observer only
requires one boundary measurement us(t, θ , 1), which
can be approximated through some finite-difference
schemes. For example, it is possible for the leader to only
measure the position of the nearest neighbour by using
a one-sided expression us(t, θ, 1) = 1

hs (ui,M − ui,M−1),
which has a discretisation error O(hs). Here, we use
a second-order accurate approximation of the observer
variable (see LeVeque, 2007)

us(t, θ, 1) = 3
2hs

ui,M − 2
hs
ui,M−1

+ 1
2hs

ui,M−2. (154)

Hence, each actuation leader (i,M) needs to measure the
positions of its nearest neighbour and the second near-
est neighbour. The approximating error coming from the
discretisation process is now O(h2s + h2θ ). Indeed, higher
order approximations could also help reduce the error,
with a price of increasing the complexity of both the
communication network and the controller. Moreover,
since an increase in the number of agents would (greatly)
decrease the error, the PDE-based method is quite suit-
able for analysing large-scale systems.

6.2 Numerical simulations for the discretised agent
control laws

In order to show the effectiveness of the distributed con-
trol laws, we conduct some simulations for the formation
control of a system of 81 × 90 agents on a mesh-grid in
the 3-D space, with the parameters λ1 = 30, β 2 = 0. The
output-feedback control law is designed, which uses the
estimates of the full states through an observer, and the
initial conditions for the observer are all set to be zero.

By changing the positions of the leader agents accord-
ing to the boundary conditions, the agent formations
can transit from one desired manifold to another. More
specifically, we force the agents to transit along three for-
mations manifolds: starting from a manifold with a cir-
cular boundary where f1(θ) = g1(θ) = ejθ , f2 (θ) = 0,
g2 (θ) = 1, and β1 = 1 + 3j, λ2 = 24, through a mani-
fold with a parametric boundary where f1(θ) = g1(θ) =
ejθ − e3jθ , f2 (θ) = g2 (θ) = 1, and β1 = 0, λ2 = 18 and
finally settling to a manifold with a Lissajous boundary
where f1(θ ) = g1(θ ) = 1

2 e
−3jθ − 1

2e
−2jθ + 1

2 e
2jθ + 1

2e
3jθ ,

f2 (θ)= g2 (θ)= 1, andβ1 = 0, λ2 = 18. A video of the sim-
ulation results can be downloaded from Qi (2016). For
the readers’ convenience, we also show several snapshots

of the simulation in Figure 3. To avoid producing unde-
sirable large transients during a short time of transiting,
we use a continuous, slowly varying formation to connect
each pair of consecutive formation patterns. This allows
the leaders on the boundary to change positions slowly.
The left insets in each sub-figure of Figure 3 show differ-
ent evolution stages of the reference formation of lead-
ers, and the right insets show the corresponding actual
formation of the leaders. Specifically, the insets on the
upper-left corners of the sub-figures in Figure 3 show
the reference formation (dashed green line) on which the
leaders with j = 1 and i = 1,N deploy, and those on the
lower-left corners are the reference formation (dashed
orange line) for the leaders with j = M and i = 1,N. The
insets on the upper-right corners demonstrate the actual
shapes (solid green line) formed by the leaders, and the
insets on the lower-right corner (solid orange line) are the
actual shapes formed by the leaders. As shown in Figure 3,
the actual formations change even slower than the refer-
ence formations. In particular, as shown in (d) and (h) of
Figure 3, the actual leaders successfully converge to the
reference. Since the system behaves as a diffusion process,
in practice, the reference signals are propagated from the
boundary to the formation centre, eventually forcing all
agents to reach the desired formation.

We also plot the observed errors between the esti-
mated states and the actual states, and the tracking errors
between the reference formation and the actual one in
Figure 4(a,b), respectively. More precisely, the agents’
tracking errors at different layers, namely i = 3, i = 41,
and i = 72, are shown, as well as the errors of the actu-
ation leaders and the average error for all the agents. It
can be seen that it only takes about 0.6 seconds for the
observer errors to settle down uniformly (close to zero).
The tracking errors converge slower. At formation transi-
tions, the tracking errors increase suddenly; andwhen the
reference stops changing, they converge (fast) again back
to zero. Moreover, the errors at the upper layer such as i
= 3 is smallest because they are closer to and thus quickly
follows the desired formation. It can also be noticed that
the mean error of all the agents is smaller than the mean
error of the leaders. This is reasonable because the lead-
ers play the role of driving the whole system besides their
own formation control. The averaged control efforts U
and Z over all the leaders are shown in Figure 4(c), which
are bounded andhave a similar varying trend to the track-
ing errors. Control effort Z remains unchanged for the
second formation transition because the desired forma-
tion along the height coordinate keeps unchanged after
the first transition.

Furthermore, we study the collisions among the agents
during the evolution by numerical simulations. Idealising
the agents as mass points and considering a non-collision



92 J. QI ET AL.

Figure . Agents formation transition snapshots. The left insert of each diagram represents the desired formation of the leaders and the
right insert represents the actual position of the leaders. The green curves (also shown in upper right insert) denote the formation shapes
for leaders j =  and i= 1,N, while the orange curves (also shown in bottom right insert) represent the shapes for leaders’ j = M and
i= 1,N. The formation begins with a circle pattern (a), transits through the intermediate stages (b), (c), and arrives at the parametric
curve pattern (d). Then, the formation changes from the pattern (d) to finally settle in the Lissajous pattern (h), through the transient
intermediate stages (e), (f ) and (g).
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Figure. Agents tracking error andobserver error during the simulation. (a)Observer error between the actual position and the estimated
one. (b) Tracking error between the actual formation and the reference manifold. (c) The averaged control efforts U and Z over the entire
leaders.

Figure . (a) The minimal distance of each pair of agents and the minimal distance between two neighbouring agents from time  to s.
(b) The same distances from time . to s which is for more clearly illustration.

initial formations of the agents, it is shown from Figure 5
that the minimal distance (in the 3-D space) of any pair
of agents over time is non-zero. Note that there are 7290
agents within a space of ( − 3, 3) × ( − 3, 3) × ( − 2, 1)
and the minimal distances may be bigger if the desired
formation is enlarged. Suppose that the distance unit is
metre, as defined above, each agent averagely occupies
0.0025m3 atmost, as thus theminimal distance over time
in Figure 5 is 0.0024 m which could be the normal dis-
tance so there is no collision occurring in our numerical
examples. We have also conducted the similar check for
all the other simulations with different desired formation
considered in this paper, and do not find collisions among
the agents. This collision avoidance among agents may be
possible due to no collision either for the initial condi-
tions or for the final equilibriums. However, besides the
intuitive check from the simulation point of view, more
deep and strict analysis and investigation are needed to
derive a systematic and reliable conclusion.

7. Conclusions

In this paper, we introduce a distributed framework for
the multi-agent formation control on a 2-D cylindrical
surface in the 3-D space, by employing a PDE-based
model for the agents. Boundary controllers are designed
for the PDE model, which corresponds to a leader-
enabled mode. The stability of the resulting closed-loop
PDE system with respect to the H2 norm guarantees the
agents that are adjacent to each other on the topology are
also neighbours in the physical space. Note that there are
usually limitations on each agent in its physical commu-
nication range. Since our control law only requires each
agent to obtain local information from the neighbours on
the topology, instead of the global information from all
the agents, this relaxation increases the practical value of
this method.

The discretisation of the spatial derivatives of the PDE
determines the control laws for the follower agents, while
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the boundary conditions determine the control laws actu-
ated by the leader agents. Based on the designed bound-
ary observer which recovers the positions of all the agents
from one boundary measurement, each agent, either a
leader or a follower, requires only information from its
neighbours, which results in a distributed scheme.

Collision among the agents is an important and inter-
esting problem. In the numerical simulation examples
presented in this paper, no collision occurs. For fur-
ther research, one could analyse whether the proposed
method implies a collision avoidance scheme and if not,
how to guarantee that no collision occurs. Another future
possible research topics include the extension of this
paradigm to the formation tracking control, that is, to
make the agents move along a target orbit and also keep
the desired formation. Recall that the model in this paper
corresponds to coupled first-order integrators; thus, one
intriguing line of researchwould be to employ awave-like
PDE to model the second-order integrator, namely, the
acceleration control, which will increase potential appli-
cations. In addition, the robustness of the designed con-
trollers for the multi-agent systems with disturbance or
input delay is worth considering

Note

1. A more flexible approach based on multi-indices can be
found in Meurer (2013), which increases the number of
possible underlying graph topologies. In this paper, we
limit ourselves to the three-point central difference scheme
for the sake of simplicity.
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Appendices

Appendix 1. Equivalence between a complex-valued
reaction–advection–diffusion PDE and the
corresponding PDEwith zero-advection term

Consider the following complex-valued PDE:

ut (t, θ, s) = uθθ (t, θ, s) + uss(t, θ, s)
+ β1us(t, θ, s) + λ1u(t, θ, s), (A1)

u(t, θ, 0) = 0, (A2)
u(t, θ, 1) = U (t, θ ), (A3)
u(t, 0, s) = u(t, 2π , s). (A4)

Define the real and imaginary parts of u, U, β1 and λ1,
respectively, as

ρ̆ = Re(u), ῐ = Im(u), (A5)

UR = Re(U ), UI = Im(U ), (A6)

βR = Re(β1), βI = Im(β1), (A7)

λR = Re(λ1), λI = Im(λ1). (A8)

Then, Equations (A1)–(A4) become

ρ̆t = ρ̆θθ + ρ̆ss + βRρ̆s − βI ῐs + λRρ̆ − λI ῐ, (A9)

ῐt = ῐθθ + ῐss + βR ῐs + βIρ̆s + λR ῐ + λIρ̆, (A10)

for (t, θ, s) ∈ R+ × $, with the boundary conditions

ρ̆(t, θ, 0) = 0, ρ̆(t, θ, 1) = ŨR(t, θ ), (A11)
ρ̆(t, 0, s) = ρ̆(t, 2π , s), (A12)
ῐ(t, θ, 0) = 0, ῐ(t, θ, 1) = ŨI(t, θ ), (A13)
ῐ(t, 0, s) = ῐ(t, 2π , s). (A14)

Introducing the transformation

ρ = e
1
2βRs

(
ρ̆ cos

(
1
2
βIs

)
− ῐ sin

(
1
2
βIs

))
, (A15)

https://www.dropbox.com/s/5xmkiepgygjgqtw/transobs.mp4?dl=0
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ι = e
1
2βRs

(
ρ̆ sin

(
1
2
βIs

)
+ ῐ cos

(
1
2
βIs

))
, (A16)

then, one can show that the new states ρ and ι satisfy

ρt = ρθθ + ρss + λ̄Rρ − λ̄Iι, (A17)

ιt = ιθθ + ιss + λ̄Iρ + λ̄Rι, (A18)

where

λ̄R = λR − 1
4
(
β2
R − β2

I
)
, λ̄I = λI − 1

2
βRβI, (A19)

which is consistent with (33), and the boundary condi-
tions are

ρ(t, θ, 0) = 0, ρ(t, θ, 1) = VR(t, θ ), (A20)
ρ(t, 0, s) = ρ(t, 2π , s), (A21)
ι(t, θ, 0) = 0, ι(t, θ, 1) = VI(t, θ ), (A22)
ι(t, 0, s) = ι(t, 2π , s). (A23)

Let

v = ρ + jι, (A24)

then, we can get from (A17) to (A18) the following
complex-valued equation:

vt = vθθ + vss + λv, (A25)

where

λ = λ1 − 1
4
β2
1 = λR − 1

4
(
β2
R − β2

I
)

+ j
(

λI − 1
2
βRβI

)
, (A26)

with the boundary conditions

v(t, θ, 0) = 0, v(t, θ, 1) = V (t, θ ), (A27)

v(t, 0, s) = v(t, 2π , s), (A28)

where

V = VR + jVI. (A29)

Note that the transformation between u and v is invert-
ible. Indeed, we have from (A5), (A15), (A16) and (A24)
the following direct and inverse transformations between
u and v :

v = e
1
2 βRs

(
Re(u) cos

(
1
2
βIs

)
− Im(u) sin

(
1
2
βIs

))

+ je
1
2 βRs

(
Re(u) sin

(
1
2
βIs

)
+ Im(u) cos

(
1
2
βIs

))
,

(A30)

u = e− 1
2 βRs

(
Re(v ) cos

(
1
2
βIs

)
+ Im(v ) sin

(
1
2
βIs

))

+ je− 1
2 βRs

(
Im(v ) cos

(
1
2
βIs

)
− Re(v ) sin

(
1
2
βIs

))
.

(A31)

Thus, Equations (A1)–(A4) and the Equations (A25),
(A27) and (A28) are equivalent.

Appendix 2. Equivalence between the control
designs for the complex-valued PDE (30)–(32) and for
the corresponding coupled real-valued PDE systems

In this section, wewill show that the control design for the
complex-valued PDE (30)–(32) is equivalent to that for
the two coupled real-valued PDEs corresponding to the
real part and imaginary parts of (30)–(32), respectively.
The Fourier series expansion of the real-valued states ρ

and ι are

ρ(t, θ, s) = 1
2
a0(t, s) +

∞∑

n=1
(an(t, s) cos(nθ )

+ bn(t, s) sin(nθ )), (B1)

ι(t, θ, s) = 1
2
c0(t, s) +

∞∑

n=1
(cn(t, s) cos(nθ )

+ dn(t, s) sin(nθ )), (B2)

where the coefficients are

an(t, s) = 1
π

∫ π

−π

ρ(t, θ, s) cos(nθ )dθ ,

bn(t, s) = 1
π

∫ π

−π

ρ(t, θ, s) sin(nθ )dθ , (B3)

cn(t, s) = 1
π

∫ π

−π

ι(t, θ, s) cos(nθ )dθ ,

dn(t, s) = 1
π

∫ π

−π

ι(t, θ, s) sin(nθ )dθ . (B4)

Note that the Fourier series expansion reduces the angu-
lar dependence of the state. Substituting (B1) and (B2)
into the coupled PDEs (A17)–(A23), we get two groups
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of PDEs as follows:

ant (t, s) = anss(t, s) − n2an(t, s) + λ̄Ran(t, s)
− λ̄Icn(t, s), (B5)

cnt (t, s) = cnss(t, s) − n2cn(t, s) + λ̄Rcn(t, s)
+ λ̄Ian(t, s), (B6)

an(t, 0) = 0, cn(t, 0) = 0, an(t, 1) = Vn1(t ),
cn(t, 1) = Vn3(t ), (B7)

bnt (t, s) = bnss(t, s) − n2bn(t, s) + λ̄Rbn(t, s)
− λ̄Idn(t, s), (B8)

dnt (t, s) = dnss(t, s) − n2dn(t, s) + λ̄Rdn(t, s)
+ λ̄Ibn(t, s), (B9)

bn(t, 0) = 0, dn(t, 0) = 0, bn(t, 1) = Vn2(t ),
dn(t, 1) = Vn4(t ), (B10)

where Vn1, Vn2 , Vn3, Vn4 are boundary controllers to
be designed. (B5)–(B7) is a coupled system of unstable
PDEs, which can be transformed to the following stable
target system

ănt (t, s) = ănss(t, s) − n2ăn(t, s), (B11)
c̆nt (t, s) = c̆nss(t, s) − n2c̆n(t, s), (B12)
ăn(t, 0) = 0, c̆n(t, 0) = 0, ăn(t, 1) = 0,

c̆n(t, 1) = 0 (B13)

by the transformation

ăn(t, s) = an(t, s) −
∫ s

0
kn(s, τ )an(t, τ )dτ

+
∫ s

0
kIn(s, τ )cn(t, τ )dτ, (B14)

c̆n(t, s) = cn(t, s) −
∫ s

0
kIn(s, τ )an(t, τ )dτ

−
∫ s

0
kn(s, τ )cn(t, τ )dτ. (B15)

By calculation, we can get the following kernel equations:

knss(s, τ ) − knττ (s, τ ) − λ̄Rkn(s, τ ) + λ̄IkIn(s, τ ) = 0,
(B16)

kInss(s, τ ) − kInττ (s, τ ) − λ̄RkIn(s, τ ) − λ̄Ikn(s, τ ) = 0,
(B17)

kn(s, 0) = 0, kn(s, s) = −1
2
λ̄Rs, (B18)

kIn(s, 0) = 0, kIn(s, s) = −1
2
λ̄Is. (B19)

Introducing the change of variables

ζ = s + τ, η = s − τ (B20)

and new functions qR(ζ , η)= kn(s, τ ), qI(ζ , η)= kIn(s, τ ),
we have the transformed kernel equations

qRζη(ζ , η) = λ̄R

4
qR − λ̄I

4
qI, (B21)

qIζη(ζ , η) = λ̄I

4
qR + λ̄R

4
qI, (B22)

qR(ζ , ζ ) = 0, qR(ζ , 0) = − λ̄R

4
ζ , (B23)

qI(ζ , ζ ) = 0, qI(ζ , 0) = − λ̄I

4
ζ . (B24)

Integrating (B21) and (B22) twice, we get

qR(ζ , η) = qR(ζ , 0) − qR(η, 0) +
∫ ζ

η

∫ η

0

(
λ̄R

4
qR(γ , µ)

− λ̄I

4
qI(γ , µ)

)
dµdγ , (B25)

qI(ζ , η) = qI(ζ , 0) − qI(η, 0) +
∫ ζ

η

∫ η

0

(
λ̄I

4
qR(γ , µ)

+ λ̄R

4
qI(γ , µ)

)
dµdγ . (B26)

We use next a classical iterative method in order to prove
that the coupled Equations (B25) and (B26) have a unique
solution. Let us start with initial functions q0R(ζ , η) = 0
and q0I (ζ , η) = 0, and set up the following recursion for
l = 0, 1, 2, …:

ql+1
R (ζ , η) = − λ̄R

4
(ζ − η) +

∫ ζ

η

∫ η

0

(
λ̄R

4
qlR(γ , µ)

− λ̄I

4
qlI(γ , µ)

)
dµdγ , (B27)

ql+1
I (ζ , η) = − λ̄I

4
(ζ − η) +

∫ ζ

η

∫ η

0

(
λ̄I

4
qlR(γ , µ)

+ λ̄R

4
qlI(γ , µ)

)
dµdγ . (B28)
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Denote the difference between two consecutive terms by

&qlR(ζ , η) = ql+1
R (ζ , η) − qlR(ζ , η)

=
∫ ζ

η

∫ η

0

(
λ̄R

4
&ql−1

R (γ , µ)

− λ̄I

4
&ql−1

I (γ , µ)

)
dµdγ , (B29)

&qlI(ζ , η) = ql+1
I (ζ , η) − qlI(ζ , η)

=
∫ ζ

η

∫ η

0

(
λ̄I

4
&ql−1

R (γ , µ)

+ λ̄R

4
&ql−1

I (γ , µ)

)
dµdγ , (B30)

then,

qR(ζ , η) =
∞∑

l=0

&qlR, qI(ζ , η) =
∞∑

l=0

&qlI. (B31)

Starting with &q0R(ζ , η) = − λ̄R
4 (ζ − η) and

&q0I (ζ , η) = − λ̄I
4 (ζ − η), we derive by induction that

&qlR(ζ , η) = −
(
1
4

)l+1 ⌊ l+1
2 ⌋∑

m=0

×
(

(−1)m
(l + 1)!

2m!(l + 1 − 2m)!
λ̄l+1−2m
R λ̄2m

I

)

× ζ lηl

l!(l + 1)!
(ζ − η), (B32)

&qlI(ζ , η) = −
(
1
4

)l+1 ⌊ l
2 ⌋∑

m=0

×
(

(−1)m
(l + 1)!

(2m + 1)!(l − 2m)!
λ̄l−2m
R λ̄2m+1

I

)

× ζ lηl

l!(l + 1)!
(ζ − η). (B33)

Note that the above equations can be rewritten as

&ql+1
R (ζ , η)

= −
(
1
4

)l+1

Re
(
(λ̄R + jλ̄I )

l+1) ζ lηl

l!(l + 1)!
(ζ − η),

(B34)

&ql+1
I (ζ , η)

= −
(
1
4

)l+1

Im
(
(λ̄R + jλ̄I )

l+1) ζ lηl

l!(l + 1)!
(ζ − η),

(B35)

then the solutions of (B25) and (B26) are

qR(ζ , η) = −
∞∑

l=0

(
1
4

)l+1

Re
(
(λ̄R + jλ̄I )

l+1)

× ζ lηl

l!(l + 1)!
(ζ − η), (B36)

qI(ζ , η) = −
∞∑

l=0

(
1
4

)l+1

Im
(
(λ̄R + jλ̄I )

l+1)

× ζ lηl

l!(l + 1)!
(ζ − η). (B37)

Recalling the fist-order modified Bessel function in form
of series, we have

qR(ζ , η) = −Re

⎛

⎝ (λ̄R + jλ̄I )(ζ − η)
I1

√
(λ̄R + jλ̄I )ζη

2
√

(λ̄R + jλ̄I )ζη

⎞

⎠ ,

(B38)

qI(ζ , η) = −Im

⎛

⎝ (λ̄R + jλ̄I )(ζ − η)
I1

√
(λ̄R + jλ̄I )ζη

2
√

(λ̄R + jλ̄I )ζη

⎞

⎠ .

(B39)

Returning to the original s, τ variables, the following
kernel functions are obtained:

kn(s, τ ) = −Re

⎛

⎝ (λ̄R + jλ̄I )τ
I1

√
(λ̄R + jλ̄I )(s2 − τ 2)

√
(λ̄R + jλ̄I )(s2 − τ 2)

⎞

⎠ ,

(B40)

kIn(s, τ ) = −Im

⎛

⎝ (λ̄R + jλ̄I )τ
I1

√
(λ̄R + jλ̄I )(s2 − τ 2)

√
(λ̄R + jλ̄I )(s2 − τ 2)

⎞

⎠ .

(B41)

Hence, the real part of (46) is (B40), and the imaginary
part of (46) is (B41):

kn(s, τ ) = Re(K(s, τ )), kIn(s, τ ) = Im(K(s, τ )).

(B42)

Similar to the complex-valued kernel, all the kernels kn(s,
τ ) and kIn(s, τ ) are independent of n, and, thus, we write

kn(s, τ ) ! k(s, τ ), kIn(s, τ ) ! kI(s, τ ). (B43)

Combined (B13), (B14) and (B15), the controllers for an,
cn are
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an(t, 1) =
∫ 1

0
(k(1, τ )an(t, τ ) − kI(1, τ )cn(t, τ ))dτ,

(B44)

cn(t, 1) =
∫ 1

0
(kI(1, τ )an(t, τ ) + k(1, τ )cn(t, τ ))dτ.

(B45)

(B8)–(B10) has the same form as (B5)–(B7) and can be
dealt with in the same way as above. Indeed, for the cou-
pled unstable Equations (B8)–(B10), we introduce a sim-
ilar transformation

b̆n = bn −
∫ s

0
k2n(s, τ )bn(τ )dτ −

∫ s

0
k2nI(s, τ )dn(τ )dτ,

(B46)

d̆n = dn +
∫ s

0
k2nI(s, τ )bn(τ )dτ −

∫ s

0
k2n(s, τ )dn(τ )dτ,

(B47)

and get the target system as follows:

b̆nt (t, s) = b̆nss(t, s) − n2b̆n(t, s), (B48)

d̆nt (t, s) = d̆nss(t, s) − n2d̆n(t, s), (B49)

b̆n(t, 0) = 0, b̆n(t, 0) = 0, d̆n(t, 1) = 0,
d̆n(t, 1) = 0. (B50)

The kernel functions for (B8)–(B10) are the same as (B40)
and (B41):

k2n(s, τ ) = kn(s, τ ), k2nI(s, τ ) = kIn(s, τ ), (B51)

and the controllers are

bn(t, 1) =
∫ 1

0
(k(1, τ )bn(t, τ ) − kI(1, τ )dn(t, τ ))dτ,

(B52)

dn(t, 1) =
∫ 1

0
(kI(1, τ )bn(t, τ ) + k(1, τ )dn(t, τ ))dτ.

(B53)

Recalling (B1) and (B2), we have the real part of the
boundary controller as

VR(t, θ ) = ρ(t, θ, 1) = 1
2
a0(t, 1) +

∞∑

n=1
(an(t, 1) cos(nθ )

+ bn(t, 1) sin(nθ ))

=
∫ 1

0
k(1, τ )

[
1
2
a0(t, τ ) +

∞∑

n=1
(an(t, τ ) cos(nθ )

+ bn(t, τ ) sin(nθ ))

]
dτ −

∫ 1

0
kI(1, τ )

×
[
1
2
c0(t, τ ) +

∞∑

n=1
(cn(t, τ ) cos(nθ )

+ dn(t, τ ) sin(nθ ))

]
dτ

=
∫ 1

0
(k(1, τ )ρ(t, θ, τ )

− kI(t, τ )ι(t, θ, τ ))dτ. (B54)

In the same way, we have the imaginary part as

VI(t, θ ) = ι(t, θ, 1) =
∫ 1

0
(kI(1, τ )ρ(t, θ, τ )

− k(t, τ )ι(t, θ, τ ))dτ. (B55)

From (B42), we conclude that (B54) and (B55) are exactly
the real part and imaginary part of the controller in
complex-valued form (53). Therefore, the equivalence
between the control designs for the complex-valued PDE
and for the corresponding coupled real-valued PDE sys-
tems is proved.
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