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In this work, an event-triggered control problem for a class of networked systems with unmatched uncertainties
is investigated based on an active disturbance rejection control approach. To estimate the effect of unmatched
uncertainties, a bank of extended state observers with guaranteed convergence is proposed. Based on
the obtained estimates, a tracking-differentiator-enabled Zeno-free event-triggering condition is introduced
with reduced sampling cost. An event-triggered controller is then designed to guarantee the closed-loop

stability of the networked system with unmatched uncertainties, leveraging a backstepping control approach.
Implementation issues of the proposed approach are discussed, and the effectiveness of the results is illustrated
through experimental results on a DC torque motor platform.

1. Introduction

Networked control systems (NCSs) are highly reliable control sys-
tems in which the components exchange data through communication
networks (Kim, Choi, & Mohapatra, 2009) and have been applied in
a wide range of applications (Li, Zhang, & Li, 2014; Liang, Ge, Liu,
Ling, & Liu, 2021; Wu & Xie, 2019). However, the performance of
NCSs is restricted by energy constraints and the bandwidth limita-
tions of communication channels (He, Hu, Xue, & Fang, 2017; Wang,
Postoyan, Nesi¢, & Heemels, 2020). With the capability of reducing
the communication rate, event-triggered data transmission protocols
are adopted to transmit measurement updates only when the event-
triggering conditions are violated (Liu, Wang, Wang, & Shi, 2020; Lu,
Wu, Chen, & Cao, 2021; Trimpe & D’Andrea, 2014a).

The scope of this work belongs to event-triggered control of net-
worked systems. A number of interesting attempts were devoted to
obtaining efficient event-triggered control approaches. For instance,
Aarzén (1999) proposed an event-based heuristic PID controller to
obtain large reductions in central processing unit utilization. Tabuada
(2007) investigated an event-triggered scheduler to solve stabilizing
control problems on embedded processors. In Forni, Galeani, Nesic, and
Zaccarian (2014), an event-triggered transmission policy was derived to
reduce communication cost while preserving the closed-loop stability.
An event-triggering condition based on the estimation variance was

obtained in Trimpe and D’Andrea (2014b). Han et al. (2015) pro-
posed an open-loop and a closed-loop stochastic event-triggered sensor
schedule for the remote state estimation. Shi, Chen, and Darouach
(2016) obtained that the closed-loop matrix of the optimal event-
based estimator was exponentially stable for the time-varying case.
In Brunner, Heemels, and Allgower (2019), an event-triggered and
self-triggered controller was presented for linear systems based on
reachable sets. Postoyan, Sanfelice, and Heemels (2019) analyzed
the properties of the inter-event time for planar linear time-invariant
systems controlled by an event-triggered state-feedback law. Liu, Li,
and Shi (2020) leveraged the linearized augmented Lagrangian method
to design an event-triggered decentralized algorithm, which addressed
the decentralized optimization problem. In Liu, Li, Shi, and Xu (2020a),
a dynamic event trigger that allowed the robust model predictive
controller to solve the optimization problem only at triggering time
instants was developed. For further results on event-triggered control,
the interested authors can refer to Borgers, Dolk, and Heemels (2018),
Kung, Wang, Wu, Shi, and Shi (2019), Liu, Li, Liu, and Tong (2021),
Liu, Li, Shi, and Xu (2020b), Rathore, Fulwani, and Rathore (2020),
Zhang, Ye, Chen, and Wang (2020) and references therein.

In this work, the stabilization problem for a class of networked
systems with control-unmatched uncertainties is considered. Different
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from the event-triggered control for systems with full state informa-
tion or matched uncertainties, the unmatched uncertainties of event-
triggered systems are difficult to deal with and were not fully explored
except for a few works. Sahoo, Xu, and Jagannathan (2013a) proposed
an adaptive event-triggered controller using neural network approx-
imation and feedback linearization for uncertain nonlinear systems,
and Li and Yang (2018) investigated an event-triggered controller with
online linear parameter estimators to stabilize the nonlinear system. In
particular, the above approaches were designed using controllers with
comprehensive structures, and it is yet to know whether it is possible
to stabilize networked systems with unmatched uncertainties through
an event-based controller with a simple structure, which motivates the
investigation in this work.

Specifically, we focus on the event-based stabilization of a spe-
cial class of networked systems for which each state is subject to
control-unmatched uncertainties. To solve this problem, an active dis-
turbance rejection control (ADRC) framework (Chen, Xue, & Huang,
2019; Madonski et al., 2020; Wei, Xue, & Li, 2019; Xue, Madonski,
Lakomy, Gao, & Huang, 2017) is adopted and its main idea is to reject
uncertainties actively such that the performance of the control system
can be improved. ADRC was proved to be simple and effective in our
earlier studies (Huang, Wang, Shi, & Shi, 2018; Huang, Wang, Shi, Wu,
& Shi, 2019) and has been applied to various control problems (Li, Zhu,
Mao, Su, & Li, 2021; Xue & Huang, 2014; Xue, Huang, & Gao, 2016).
The key challenges of this work include how to estimate the effect of the
unmatched uncertainties and how to ensure the stability of the event-
triggered sampled-data system, while ensuring the implementability of
the controller in practical engineering applications. The main results
and contributions are summarized as follows:

1. A bank of extended state observers (ESOs) is designed to esti-
mate the control-unmatched uncertainties. Under mild assump-
tions, we show that the asymptotic boundedness of the obser-
vation error can be guaranteed through Lyapunov analysis and
comparison lemma (Theorem 1).

2. An event-triggered controller is developed to achieve closed-loop
control at a reduced control update rate, which is made pos-
sible through designing a tracking-differentiator-enabled event-
triggering mechanism. The Zeno-freeness of the proposed event-
triggering condition is guaranteed, and the asymptotic stabil-
ity of the event-triggered sampled-data system is proved by
leveraging a backstepping technique (Theorem 2).

3. The effectiveness of the theoretic results is verified through
experimental results on a DC torque motor system. We show
that the proposed event-based controller can achieve satisfactory
tracking performance for squarewave and sine-wave reference
signals with reduced sampling cost.

The remainder of this work is organized as follows. After introduc-
ing the networked nonlinear systems with unmatched uncertainties, we
present the problem formulation in Section 2. The theoretical results
on the performance of the ESOs and the event-triggered backstepping
controller is presented in Section 3 and Section 4. Finally, we verify
the proposed controller through experiments on a DC motor system in
Section 5, and summarize the conclusion and future work in Section 6.

2. Problem formulation

Consider the NCS scheme in Fig. 1. A networked nonlinear system
with control-unmatched uncertainties is of the following form:

X)) =x;0 O + filxy.;@,0, ie€{l,...,n—1},
X, (1) = u(®) + £,(x1.,(O, 1), (€8]

where u(r) € R is the control input, f(x(1),) = f}.,(x;.,(),1) € R"
denote the system uncertainties with fy.;(x;.;(1),1) = [f{(x{(®,1),...,
fiGx0,01T € R for i € {1,...,n}, x(t) := x1.,(t) € R" are the system
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Fig. 1. Schematic of the proposed event-triggered control system.

states with x,.;(t) := [x;(®),....x;0]T € R for i € {1,...,n}. In this
work, the order » of the system needs to be known. For the system in
(1) we introduce the following assumptions.

Assumption 1. For any i € {1,...,n}, the function f(x,.;,t) €
Cc"t(R!; R) satisfies:

K

>

o1z 0] < €0+ ey s

for some positive constants « and ¢;;, j € {0, ... ,i}.

Assumption 2. Foranyi € {1, ...,n}, the system unknown uncertainty
function f;(x,.;,#) is continuous and satisfies the globally Lipschitz
continuity:

fi(ap tl) - fi(b,'s tz)‘ < L,’| [(ai - bi), (tl - 12)] ”,

where g; and b; are vectors with appropriate dimensions, and L; is a
known constant.

Assumption 3. There exists a compact set X such that the solution
x;(t) of system (1) is in the compact set:

Ix@®leX, ie{l,...n},t>0.

Note that Assumptions 1-3 are mild in general and have been
widely adopted in existing investigations (Guo & Wu, 2017; Huang
et al., 2018; Sahoo, Xu, & Jagannathan, 2013b; Zhao & Guo, 2015).
In the engineering application of ADRC where the control scheme is
“model-free', it is usually assumed that the process and disturbance are
bounded but unknown. In particular, Assumptions 1 and 3 characterize
the boundedness properties of the signals in a nonlinear system limited
by operational and energy constraints; Assumption 1 indicates |%‘ +

ot
;X—{":[ + 25 ‘f[(j)‘ <o+ Xioy xjr where £ denotes the jth-
order derivative of f;, and Assumption 2 indicates the smoothness
of the unknown nonlinear functions. Moreover, for systems have the
same lower triangular structure, the boundedness of Z;’zz | fi0)| can
be ensured by designing an ESO with inverse state variables x; =
X, % = x; + Zj;ll fl.(i;l),i € {2,...,n} (see Guo & Wu, 2017 for the
technical details), which makes Assumption 1 more reasonable. In this
work, we consider the scenario that the sensors and actuators of the
controlled process are not closely installed; the controller needs to
be implemented on either the sensor side or the actuator side and
communication network is needed to achieve closed-loop control. To
improve the utilization of communication resources, we aim to design
a suitable backstepping controller together with a bank of ESOs and
an event-triggering mechanism through addressing the following three
questions:

1. How to design a bank of ESOs, the aim of which is to observe un-
certainty functions and guarantee the observation performance?
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2. How to propose a suitable event-triggering condition that can
compromise the tradeoff between communication rate and sys-
tem performance, and how to show there is no Zeno behavior?

3. How to design a backstepping controller that can maintain the
stability of the system in (1)?

In addition, from an application perspective, the practical effectiveness
of the proposed controller needs to be verified.

3. Extended state observer design

In this section, the problems stated above will be investigated in
detail. As shown in Fig. 1, the basic idea is to first introduce a bank
of ESOs to estimate the uncertainties f(x(¢),), for which the estimates
are expressed as f(r). Then, based on transmit measurement, an event-
triggered controller is proposed through backstepping technique to
stabilize the system (1). Note that only when the event is triggered,
the measurement updates are transmitted. Thus, a zero-order holder
(ZOH) module is utilized to retain the signals constant between two
event instants. Firstly, we design a bank of ESOs to obtain uncertainty
functions. One crucial idea of the extended state observer is to treat the
uncertainty existed as an extended state. Thus, we define the extended
state by

Xpi () 1= fi(xp(0,0),

Following the definition of the extended states, we expand the sys-
tem (1) into a 2n-dimensional form, based on which the ESOs are
proposed as

vie(l,..,n}.

. X0 =%
3,00 = X1 (0) + Ry (0 + g[<z a ;)

j=1 €

. L x ()= %0
Xppi(0) = %gny(ij'%), ie{l,....,.n—1},
j=1
. nx (1) = &)
50 = () + 30,0+ 8, Y 4, ).
j=1
. Tx () - &)
Xon(0) = £g2n(z %%), @
Jj=1

where ¢ € (0,1) is the high-gain parameter, ¢,’s are adjustable pa-
rameters for j € {1,...,i} and g;(-)’s are continuous functions for i €
{1,...,n} that can be designed to adjust the observation performance.
Let fi(t) denote the estimate of f;(r); in other words,

fi@) = %,,0), Vie{l,..,n}.

Write f(1) := [f1(®), ..., £,
To better characterize the observation performance, we define the
observation error variables X;(r) and e;(r) as

%,(1) = x,(1) = &,(0), i€(l,...,2n},
and

et =x,(0)/e.  i€(l,....n}, (3a)
et =%, i€{n+1,..,2n}. (3b)

Note that in the classical extended state observer scheme (Huang
et al., 2019), only the control-matched uncertainty in nth dimensional
dynamics is considered and there is only one extended state. However,
since we consider the system with control-unmatched uncertainties in
every dynamic channel in this work, we aim to design n extended states
to observe the n terms of the control-unmatched uncertainties. Before
continuing, the following assumption is made, which is a standard
requirement in analyzing the asymptotic behavior of the ESO (Feng &
Guo, 2017; Huang et al., 2018; Huang et al., 2019; Zhao & Guo, 2018).
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Assumption 4. There exist positive constants g, 1;, 4,, 43, 44, ad-
justable parameters g;’s for j € {I,....i}, and continuously differen-
tiable positive definite functions V;(:) : R¥ — Ry and W;() : R% - Ry,
i €{l,...,n}, such that
1. Allol* < Vi) < bllol?,
/13IIWIIZ < W) < Lllol?,
2. Z, 1(()0,’ (wVH—j gj(qlwl
q;;))) < <- —Wi(w),
3. 01540 < Blloll,

where o = [0, ®,,1, ..., ®;,

-+ qw;)) — (gn+,(q1w1 e+

0,7 € RY.

With this assumption, we investigate the asymptotic boundedness
property of observation errors between uncertainties f(x(7),t) and the
observed uncertainties f(r), which is shown in the following theorem.

Theorem 1. Consider the system (1) and the bank of ESOs (2). If
Assumptions 1, 3 and 4 hold, there exists E > 0 such thatV i € {1,...,n}
the observation errors are bounded with

limsup | f;(x;.;(1), 1) = f;(0)] < Ee. 4

Proof. From (1) and (2), we observe that

. - d Xj - ij ®
50 = %0 = 8, (; o). 5)
Lox0- %0
S () = —f(X1 [D.10) - gnﬂ(Z o).
for any i € {1,...,n}. For notational brevity, write
d

hi(t) = af,-(xl:,-(t), 1).
Based on (3a), (3b) and (5), we obtain
80 = S epui() - g,(Zq,e,a))

bpi(D) = (1) = gH, (Z 4j,0)-
Considering a positive semidefinite function V;(e/(1)), i € {1,...,n}, we

have

Vi(e' () = Z( 5 (l)(enﬂ(t) gj(gier (M + -+ + qje;(0))
1 aV av;
s ae—)(gnJr](qlel(t) + o+ g;e;(1) %o ) = h; (),

with e/(t) = [e,(t), 1 (1), ..., ¢;(1), e,,;(D]T € R¥. From Assumption 1,
there exists M > 0 such that we have |4,(r)| < M. With items (2) and
(3) in Assumption 4, we obtain an upper bound for the dynamics of
Vi(e'(1)) as

Vi @) < = W)+ piM €O ®)
) A
~ By + ﬁ/ﬁM Vi(el ().
AyE A
Let Q,(e'(1)) := \/Vi(ei(r)). Therefore,
Vi(e (1) = 20,(¢'(1)0;(¢ (1), @
VAl Ol < Q') < VANl @I. ®

We further have a linear differential inequality

0,0 <~ 00y + L, ©)
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when Q > 0. From item (1) in Assumption 4, we obtain that 4, [|¢/||> <
Vi(e') < glleillz, which means g > 24,. For Q = 0, we have

0i(e' (1) < ——— a \/_

where DT Q;(¢!(t)) denotes the upper right-hand derivative of Q;(e!(?));
thus D*Q,(e'(2)) satisfies (9) for all V;(e!(z)) > 0. From the comparison
lemma provided in Khalil (2002) and combining the above results on
(9), for any i € {1,...,n}, we obtain

. A .
0;(e'() < eXp(——3(I - to))Qi(e’(to)) (10)
ﬂlM\/_
o ) P(‘T“‘”)

From (8) and (10), we have

. Ay A
€ < Z e wllexn( -5 -10)) an

+ (1 - exp(—%(t - zo))> ﬁijlzfg.

For notational brevity, we define the right side of the inequality (11)
as m(r). Specifically, when ¢ — oo, we obtain

A3
exp(—m(t—to)) -0

Namely we have m(t) — % when ¢ — o0, which indicates
; pir,Me
1
lle' DIl < Fe
Based on (2)-(3b), it follows that |e,;(t)| | %4 () — %, 0] =
| fi(x1.(D,1) = fi(0)], for any i € {1,...,n}. Thus, we have
| /:(e1 0, 1) = F,0O] < m(@). (12)

If we define E := 2% 5 ¢ with positive constants 4, As 49, A3 and

M, we directly obtam that

lim sup| f; (x1;(0, 1) = /,(0)| < Ee, (13)
t—oo

with 1 <i < n, which completes the proof. [ |

Remark 1. For the bank of ESOs, functions g;(-)’s can be linear or
non-linear as long as Assumption 4 is satisfied; in particular, the case
of linear g;(-)’s is naturally covered by Assumption 4 as a special case
(see Section 5 for an example that adopts a linear ESO bank). In this
work, the weighting parameters g;’s are adjustable to make explicit use
of the measured state signals. Specifically, setting ¢; = 1 for j = i and

=0forj #iing(), g (Z/ 14 m:‘j(’)) reduces to g;(x; (H—%; (t))/¢,
Wthh is utilized in Wu, Deng, Guo, and Xiang (2021).

Remark 2. In general, the estimation errors are evaluated by both the
steady and transient performance. Similar to Xue and Huang (2014)
and Zhao and Guo (2015), the transient performance of the estimation
error can also be concluded in this work. Specifically, from (11),
there exists an ¢* > 0, such that for any 7 > 0 and any ¢ €
(0,€*), it holds that |le’ (t) || < O(e,t) uniformly in ¢ € [T, c0), where

\/jijne"(zo)nexp( T t=19) + (1=
PidyMe

exp( (t - IO)))T The upper bound O (g, 1) is an e-dependent
and tlme dependent variable. Thus, we can obtain an upper bound of
the estimation error at any time ¢ to quantify the transient performance.

O (g,1) is designed as O (e,1) :=

Remark 3. In this remark, we briefly analyze the effect of measure-
ment noise on ESO estimation performance. Since the real state variable
x,;(t) becomes unknown in the existence of measurement noise, we can
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only obtain the noisy measurements of the states, which are defined by
& (1) for i € {1,...,n}. In this scenario, the ESOs are reformulated as

: LG %0

2100 = Eupy (1) + (1) + g[(z g0 )

j=1

12

,n—1},
E

: 1 L0 —-%0
Xy = ;gwi(; Qj;) ie{l,...

g - %,(0)
q/'—>,

2,() = ult) + % (1) + g,,( -

Jj=1
)A(:Zn(t) = égzn(z; qj gj(t) ; xj(t) )
Jj=

Define the measurement error 7;(1) and a new variable s;(7) as n;(1) =
&@® - x,‘(’))/& s5;(0) :_: g,-(Z}=1 ‘Ijej_(t) + Z}:l anj(t))A - gi(2}=1 q/-e/-(t))
and s,,;(t) := gn+i(2}=1 gje; (M) + Z}:l q;n;(1) — gi(z;=1 q;e;(1) fori e
{1,...,n}, respectively. If function g;(-) is designed Lipschitz with /; > 0,
we can _Obtain Is;(D] 1= |g,—(2;=1 qje;(1) + Z;'_=1 q;n;() — gi(z;ﬁl g;e;(0)]
< li|_ Z}=1 qu/j(t)l and |s(l+i(t)| = |g,,+,'(2}=l qje;(1) + Z}=1 q;n;(®) —
gi(Z}=1 gje; ()] < 1l Z}=1 q;n;®)| for i € {1,....n}. The observation
error ¢;(t) becomes

La(Zaei0) - o

600 = (1) = + gn+,(2q,e,<t>) ~Suai(0).

80 = =1 (0)+ Ty ()

Then, we have V(e(t)) < —A—3V(e(t)) + ﬂﬁiM\/V(e(z) + N

A

X i 01y Vie@) + ”‘F Xi_ 150 + 5,4,(0]y/Vi(e(®). Following a
similar line of arguments as the proof of Theorem 1, we can also obtain
an upper bound of the observation error:

MHp
Ji01 < Bet 22 sup2|¢,+1<z>

fim sup |/, x1,(0,) X1 (0]

AP & —x;@)
+/1—A3$tupjz(l +l,,+,)‘z J—J al |

From the above expression, the measurement noise could be amplified
to #;(t) by the high-gain parameter ¢, which indicates that given the
range of measurement errors, an appropriate ¢ needs to be carefully
designed to maintain observation performance.

Remark 4. Note that a time-varying choice of the high-gain parameter
can also be adopted in the proposed ESO design, to mitigate the peaking
value problem in the initial stage caused by the difference between the
initial states of the system and the ESO bank (Zhao & Guo, 2015). For
instance, define

e, 0<t<lIn(l/e)/a,
= 14
v { 1/e, t >1n(1/e)/a, a4

where a is a positive constant. An ESO bank with a time-varying gain
parameter of the following form can be considered:

50 = 500+ 2s0) + & D W (g,65,0 = 2,00) ),

Jj=1

f0i) = W OZ (X v O (4,0,0 = %,0) ), as)

j=1
£,(0) = u(t) + %2,(0) + gn(z w(®)(g;(x;@0) - %)) )
j=1

S22 = w0z, X W (65,0 = 2,0) ),

=l
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with i € {1,...,n—1}. Following a similar line of arguments as the
proof of Theorem 1, we can also obtain a bound on the observation
error

lim sup| f; (x;.;(1), ) = fi(1)| < Ee.

The key intuition is that due to the fact that when ¢ > In(1/¢)/a, the
ESO with a time-varying gain in (15) reduce to the ESO in (2).

4. Controller design

The above results reveal that the estimation error between the
uncertainty function f;(x,.;(r),t) and the observed uncertainty f,-(t) is
guaranteed to be bounded by suitably designing the high-gain param-
eter ¢ and the observer function g;(-). Next, we utilize the obtained
f,-(t) to build an event-based controller through a backstepping control
technique. Firstly, define

2,(0) = x, (1),

z;(t) == x;(t) —a;_1(1), 1<i<n, (16)

where x;(7) is the system state and «;_;(¢) is the virtual input function
designed at i — 1 step:

00 1=~k 20 = /10, a7
@ (t) 1= —z; 1 (1) — k;z;(t) = fi(®) + &, (1),

with k; >1/2and i € {2,...,n—1}.
To obtain the differential of virtual input «;(r) withi € {1,...,n— 1},
we adopt the following tracking differentiator,
a,d,;(t)

& (1) = R (a)(@(0) - a,(0) + =), 18)

where &;(t) is the estimate of «;(r), and R, a; and a, are designed
parameters. We can obtain the bounded tracking performance when
signals a;(7), &;(¢) and &(r) are all bounded (Guo & Han, 2000; Guo &
Zhao, 2011; Guo & Zhao, 2011). For the system considered, we observe
from (17) that «;(¢) is a simple combination of x;(r) and f,.(t). Since x(1),
x(), f;(t) and f,(t) are bounded (c.f., Egs. (1), (2) and Assumption 3),
a;(t) and ¢;(r) are bounded, and &;(¢) is bounded since g;(-) is designed
as a continuous and differentiable function. Note that in Theorem 2.1
and Theorem 3.1 of Guo and Zhao (2011), only signals «; () and ¢; (¢)
need to be bounded when ¢; () satisfies the locally Lipschitz continuous
condition. In this work, however, ¢; (¢) is not guaranteed to be a locally
Lipschitz continuous function, which is why &;(r) needs to be bounded
as well. Then, from Theorem 3.2 in Guo and Zhao (2011), Guo and
Zhao (2011), we have

(1) — (1) = [(RA)RA] | YR(0) (19)
. S
Rt a5
+ [eARr]ll di(0)+/ [eA(Rt—s)]“ ﬁd&
0 R
where the matrix A := [ao, a12] is Hurwitz and Yz(0) := (&(0) —

a;(0), @)T. For notational brevity, let a new bounded variable 6;(z)
denote the tracking error between &;(r) and (1) with i € {1,...,n— 1}
as

(1) = a;(t) 1= 6, (20)

From Guo and Zhao (2011), () - 0 when R — oo, and we obtain that
6,(1) is bounded with ,(t) = &(t) — &;(t) from (18)-(20). In addition, we
define 2,(r) as the estimate of z;(r) obtained by replacing «;(¢) in Eq. (16)
with &;(r), and define o;(r) as the error between z;(r) and 2,(r) for i €
{1,...,n}:

0,(1) 1= z;(t) — 2,(0). @1

From (16), (17), (20) and (21), the following recursive expressions can
be obtained

0;() = 0, (1) + k;j_10;_1(t) + 0,_»(1), (22)
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and 6,(t) = 6;_,(t) + k;_106;_,(t) + 6,_,(t). Note that 6,(t) is bounded and
when R — o0, we have o,(t) - 0.

With the estimated 2,(¢), the control input u(f) can be introduced
that is only updated at the triggering instants 7,. Specifically, for r €
[th,tiq1), u(®) is considered as

ut) 1= =2,y (1) =k, 2,(t) = f(t) + &, (1), (23)

where 7, denotes the previous event-triggering time instant and &
denotes the total number of triggering events during the time period
[ty,1). To design the event-triggering condition, we define two new
variables:

6;(t) = 2;(t) — 2;(tp),

o;(t) = x;(t) = x;(2;),

ie{l,...,n}, 24
iefl,...,n}. (25)

From the system (1), (16) and (17), the system dynamics can be
reformulated as

2(1) = 2o(t) — ky 2,(8) — fL() + f1(x, (1), 1), (26)
2,(0) = 21 () = 21 () = Kz, = fi(@0) + £, D),

ie{2,...,n—1}, 27
2,(8) = —2,_1(t)) = k,2,(t) — Fo(t) (28)

+ &n—l(tk) - dn—l(t) + fn(xl :n(t), l)-
According to (21) and (24), we obtain
z;() = 2,(t)) = z;(1) = 2;(1) + 2,(t) — 2;(t;) = 0;(2) + 6,;(2).

Then, by adding and subtracting @,_;(¥) and f,(x;.,(,). ;) to (28), we
have

2.(6) = =2, () + 0,1 (1) + 8,_, (t) — k,2,(0)
+ k,0,(1) + k,8,(1) + &,_, (1) — &,_, (1)
+ 8,1 (1) = @, () = £y (1) + Fa G101 1)
= X1 @), 1) + (X2, (0, D). (29)

From the above equations, one way of ensuring the system performance
is to design an event-triggering condition such that the sampled state
errors and sampled tracking error are restricted to be less than the
dynamic state in (29), which motivates the design of the following
event-triggering condition:

0, if 16, (O] + Kk, 18,0 + L,lloy., 0l

) = + L\t =t | + &, () — &,y )] (30)
<Tlz,®l +e,

1, otherwise,

where 6,., := [6,...,0,]T, L, > 0 is defined in Assumption 2,
e > 0 and I' > 0, satisfying I' < k; — % for all i € {I1,...,n}, are
user-specified constants. It is shown that the sampling instants are
determined by the event-triggering condition. In other words, when
16,1 + k18,0 + Lylloy.,, Ol + Lyt =] + 16,1 () — &,_; (D] <
I'|2,(1)| + e is violated, namely r(r) = 1, and the system measurement
information is transmitted.

For the event-triggered control scheme introduced above, the fol-
lowing results can be obtained for the asymptotic behavior of the
closed-loop system.

Theorem 2. Consider the dynamical system (26), (27), (29), the virtual
input functions (17), the event-triggering condition (30) and the control
input law (23). Suppose Assumptions 1-4 hold. Then, there exist D > 0,
p > 0 and 7 > 0, such that the system state z;(t) and the sampling interval
{tyy1 — 1} for any k > 0 satisfy

limsup |z;(H)| </ D/p,

t—00,R—>

min {tk+1 —tk} > 1.
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Proof. Define the Lyapunov function V*(z(?)) as

VIE0) = Y 220,

i=1

where z :=[zy, ..., z,]T. Recalling Egs. (26), (27) and (29), the dynam-
ics of V*(z(t)) is derived as

Vi) = X, (02,0 = [21(1)(22(1) —kyz;(®

— [i®+ f16@ )] + X0 [z, (1) = 2, (1)

= kizi(0) = fi(©) + [i(x1 10, 0)] + [2,(0)(=2,_, ()

+ 0,_1(t)+06,_1(t) — k,z,(t) + k,0,() + k,6,(1)

+ Gy (1) = Gy (1) + Gy (F) = Gy () = (1)

+ [ (05 1) = FCer (), 1) + fo(xp2, (0, 1)].

Based on Assumption 2, it suffices to show f, (x;., (1), )—f,,(x}.,(t), ;) <
L, |10 (@ = %12, ¢ = 1)|| < Lylloy.,ll+ L, |7 — 2] In addition, from
(12), (20) and (21), we have

V() < X (1201 (ki1 (0] + m@)]+ [ 12, ()]

U0, 1 D] + 18,1 (O] + Ky lo, D] + K,y 18,(D)] + &, ()

— &, O+ 10O+ L, I 0., @ | +L,lt =1, ] -

Recalling the event-triggering condition (30), we obtain

VX)) < X [1z:Ol(=k; |z, (0] + m(0))] 31)
+ 12, OIT12,(O] + € + 10,1 (D] + kylo, ] + [6@)])].

From (21), we have |2,(t)|—|z,(®)| < |z, — 2,()| = |o,(1)|, and describe
w(t) as w(t) := e+|o,_; ()| +k,+1)]o,(®)|+|0(t)]. When R — oo, w(t) — €.
Thus, (31) is rewritten as
V) < T [1201(=k;|z,(0)] + m(0))]

+ [lz,,(t)l(Flz,,(t)l + w(f))]- (32)

Substituting the Young’s inequalities z;(H)m(r) <
|z, (Olw(r) < 1/4z2(1) + w?() into (32), we obtain

1/4z2(1) + m*(f) and

VX)) <-Yr [t - T - %)Zi(f)z] (33)
+ 20, [0 + w@),

where k; —F—% > 0. For notional brevity, let p :=2max;g(y, _u(k;—I'~

1/2) and d(f) := 2n(m*(t) + w?(t)). Through some simple calculations, it

satisfies that

d(t)

ACOES: 2 O+ —-

20 < Z

From the comparison lemma in Khalil (2002), for any i € {1, ...,n}, we
have

D20 < e 1) Y, 7t + (1 — ¢, 10»@ (34)
i=1 i=1

where ¢(1,1,) is defined as ¢(1,7,) = exp(—p(t — ty)). When 1 - oo,
@(t,1y) — 0 and d(t) — 2n(E*€* + w?(t)). We define D as D := 2n(E?e> +
€2) and obtain

limsup |z;(1)| </ D/p. (35)

t—o0,R—00

Next, we show that there is no Zeno phenomenon. From (1), (18),
and (24)—(29), the following inequalities hold for r, <t <1,

o, Ol < 161,01 = 51,0l (36)
ey Ol < N O, 37)
16101 18,0 = 12,0, (38)
S8, < 18,01 = 12,01, (39)
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By writing (1) and (26)—(29) in the matrix notations for i € {1,...,n},
we obtain

X150 = Apxg (0 + [0, 0, (40)
210 = Bz (O + Fry (O, 1 St <ty 41
—k; 1 0 00 0
[ Om-nx1 Tp o —1 -k 1 0.0 0
where A,., := [ Ort OIX(H)], B,., = 0 -l k310 0 |,

0 0 0 01—k,
21 = [z10, e, 2O, Fi (0 = [F©, ..., FEOIT, F@) = —f,-(t)+
fiGea@,nforie{1,...,n—1} and F,(t) := — f, (1) + &1 (1) — &, (1) +
Fu(x1.,(®,1). Based on (21), we obtain %,(t) = z;(t) — 6,(t). Then, based
on state-space Egs. (40), (41) and the uniformly ultimately bounded
states, we define G as G := max{A.;x;.;,() + f1.;(x1.;(0),1), =z, (1) —
Kp_1Z,—1@®) + z,(t) + F,_ () — 0,_1(t),—2,_,(t) — k,_1z,_1(t) + F,(t) —
0,(),1,d,_;(1)}. From (36)—(39) and the state transition matrix with
initial conditions oy.,(t{) = 0, 6,.,(¢)) = 0, 1] —#, = 0, &,,(]) -
&, (ty) = 0 and §,(r}) = 0, we have

18,1 (O] + k18, + Ly lloy., (Ol + Lyt =t | + @, (£) =
<Q+k,+ 2L,,)fr+ Gdt < (2+k, +2L,)(t—1,)G
k

a1 ()

<Q+k,+2L,)t, . —1,)G,

for some G > 0. Thus, there exists

Ilz,(@l+e

= @k, +2L,)G’ (42)
such that |5,_, ()| +k, |5, + Loy, (Ol + Lt — 15| +1&,_; (1)) — &,_; (D]
< I'|2,(1)| + ¢ is satisfied. This completes the proof. |
Remark 5. In this work, the parameters A;, 4,, 43, 4, and g are

employed to characterize the properties of the Lyapunov functions for
the ESOs, based on which the transient and steady state performance
bounds of the proposed controller can be further theoretically devel-
oped. Since 4;, 4,, 43, 4, and g only indirectly reflect the characteristics
of the ESOs and are not controller design parameters, it is challenging
to evaluate the effect of these parameters on experimental results.
The proposed upper bound on tracking error allows us to quantita-
tively analyze the impacts of these parameters on tracking perfor-
mance. Specifically, from Theorem 2, we have lim sup,_, o, g |2:/()] <

2n((=2— g "12M )2e2 + €2)/p, which means that the upper bound on tracking

error w1ll increase with the increase of #, 4,, and decrease with the
increase of 4, 4,. In addition, as long as 4;, 4,, 43, 44 and g can be
identified for the g;(-) functions, the stability of the ESOs will be guar-
anteed (in the sense of bounded estimation error) and will not further
affect the stability of closed-loop control, according to Theorems 1 and
2.

Remark 6. The event-triggering condition proposed in (30) guarantees
the asymptotic boundedness of system states and the nonexistence
of Zeno phenomenon. As shown in (30), the tradeoff between the
system performance and the sampling interval can be compromised
by adjusting the value of parameter ¢, which is further analytically
characterized in (35) and (42). Specifically, (35) also indicates that
the stabilization of system relies on the observation error (13) and the
tracking error (20). When ¢ — oo, the observation error (13) tends to
constant Ee. and when R — oo, the tracking error (20) tends to 0.

5. Experimental results

In the literature of networked control systems, motion systems
(e.g., motors) have been extensively adopted to illustrate the perfor-
mance of network control algorithms (Ren, Zhang, Jiang, Yu, & Xu,
2015; Wu, She, Yu, Dong, & Zhang, 2021; Zhao, Li, & Ren, 2011;
Zhou & Hu, 2015), and motor control has been a typical application
of ADRC (Garrido & Luna, 2021; Wu & Huang, 2019; Ye, Bai, Zhang,
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Magnetic brake  Gear reducer Speed torque sensor

Inertial loading mechanism

Optical encoder

a2

Fig. 2. Structure of the DC torque motor platform.

Qiu, & Li, 2016). To demonstrate the obtained theoretic results, we
analyze the performance of the proposed controller using a DC torque
motor platform (see Fig. 2) in this section. The experimental platform
consists of a magnetic brake, a gear reducer, a speed torque sensor, an
optical encoder, an inertial loading mechanism, a DC torque motor and
a controller module that can transmit sampling and control signals. The
motor considered in this work is the “130Ixy” series permanent magnet
DC torque motor with the maximum speed of 330 r/min, the maximum
output torque of 8.25 N-m, the excitation current 11.3 A and the driving
voltage of 24 V. As shown in Chen, Yao, and Wang (2013) and Huang
et al. (2019), the DC motor can be described as a second-order system.
To apply the proposed control approach, we note that the DC torque
motor system can be modeled as

M(t) = Fe(U®0) = Vi (1) + Fpi (1) + Fop (¥(0),

where M denotes the inertia, y(¢) is the displacement, U(r) is the
input control signal, F,.(U(r)) := AU(t) denotes the electromag-
netic driving force, V;,. denotes the viscous friction coefficient, v(f)
is the velocity, Fp;(v(®) := A arctan(bsu(t)) is the Coulomb fric-
tion, Fo,,(y(®) := ZZI (S; sin(%y(t)) +C; cos(%y(z))) is the position
dependent cogging force, and A, A,, P, by, n,, S;, P, are some
constants based on Chen, Yao, and Wang (2013) and Xu and Yao
(2001). y(1) = ov(t) + b, cos(b,zy(t)) with constants b, and b, is also
shown in Jing, Gong, Chen, Huang, and Qu (2020). The unmatched
uncertainty b, cos(b,zy(t)) is caused by the gear gap of the reducer in
the motor system. Then, we define ¢,(r) := y(r) and &, (r) := v(r). The
dynamics of the DC torque motor can be expressed as:

L0 =50+ FE0),
L= ZUM + F(E00),

where F\(£(1) = by cos(bn¢;(1) and Fy((y,,(0) 1= —12 + L,
@) + ﬁFM(Q). Since the aim is to track a pre-specified reference
trajectory using the proposed event-based control approach, we define
the ideal reference speed as gz*(t) and the tracking errors as x(f) :=
¢(t) — ¢*(1). If the error system is stabilized, the tracking performance
can be guaranteed. Taking u(r) := %U (1), the state dynamics can be

re-written as

X1 (1) = x(0) + f1(x1 (D), (43)
X (1) = u(®) + fr(x1.2(0)),

where f,(x,(1) := F;(x(1) + {[(®) and f,(x1.,(®) 1= F(x(1) + {*@) -
&r.

Considering the energy restrictions in the practical applications, we
restrict that the ideal reference speed Cz*(t) is bounded with |g’;‘(t)| <C.
Let é{*(z) = {(n and C;(r) = D(t), where D(t) denotes the designed
function satisfying |D(#)| + | D(t)| < Cp for some Cp, > 0. Since uncer-
tainties f; and f, are simple combinations of sin(-), cos(-) and arctan(-)
functions which are bounded, Assumptions 1-3 are satisfied. To verify
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Fig. 3. Tracking performance comparison for a sine-wave reference signal.

Assumption 4, we define Hurwitz matrixes N, and N, as [Z2 ] and
2100
~100 0
2021

-10-10
[ 11716 =5/16 —1/8 —1/8

respectively. Then matrixes P, = [%%7%’] and P, =

—11/16 23/16 1/8 -3/8

-1/8 1/8 1/2 -1/2

-1/8 -3/8 —1/2 3/2 )

i € {1,2}, where I is an identity matrix. Thus we have A, (P,)|l¢']|* <

(P, ey < An(P)lle']|>. Define V;(e') as Vi(e') := (Pie',e'), and we
i i i W

have A, (P)lle']? < Vi(e') < Apu(PIE, ij-:l(gj(ezﬁ = gjley +

_ _1lef]2 W iT
+e;) aE2+j(gz+,-(el+ +e)) < —lle']l?, and || = < [12e" Pl <

2Amax(P)lle'||. Then, by taking 4; = min {Ayn(P)), Apmin(P2)} = 0.2929,
Ay = Max { A (P)s Aman (Py)} = 2.0274, 23 =1, Ay =land f=2- 4, =
4.0548, Assumption 4 is satisfied.

To implement the proposed controller, we define the extended state
as x,.;(t) = fi(x;.;(t),t) and design ¢; = 1 for i = 1,2,3,4, the high-
gain parameter as ¢ = 0.2, and the observer functions as g;(z) = 2z,
8,+i(2) = z to construct the ESOs in (2). As a result, the bank of ESOs
have the following form:

] are obtained by solving P,N, + NT P, = —I for

%1() = x,() + X3(1) + %(xl(t) - %),
£50 = 20 - 210,
25(1) = u(®) + %4(0) + %(x1 (1) = 21() + x,(1) — %, (1)),

20 = é(xl(t) — %10 + x(1) — X,(0).

Note that the number of ESOs designed is equal to the order of the
system (which is two in this example). Then, the controller is de-
signed as u(r) 1= —Z,(1;) — 5%,(ty) — f>(ty) + & (t;). In this work, we
choose two different kinds of reference trajectory inputs, which are
sine-wave input and squarewave input, to carry out the experiments.
These signals are typical testing signals used in motion control systems
for performance evaluation (Bifaretti, Tomei, & Verrelli, 2011; Huang
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Table 1
Performance metrics of sine-wave tracking.
Controller setting € Tracking RMSEs Average
errors sample time
Without trigger - 0.77 rad 0.86 rad -
Event trigger 1 6 0.80 rad 0.96 rad 382 ms
Event trigger 2 8 0.86 rad 1.08 rad 441 ms

et al., 2019; Lee & Youn, 2004; Verrelli, Tomei, & Lorenzani, 2018).
In particular, the sine-wave signals are normally utilized to test the
dynamic tracking performance of the system, while the square-wave
signals tend to approximate the step signals and can be used to test
the static performance. In order to evaluate the tracking performance
of the event-triggered system, we define the tracking errors as the
ratio between the integral of absolute tracking errors and the total
experiment time, and the average sampling time as the ratio between
total experimental time and total triggering numbers, respectively.
Moreover, the root-mean-square errors (RMSEs) are evaluated to show
the dispersion of the tracking errors.

Firstly, we consider the scenario of sine-wave reference signals. The
results and the output of the event-triggering condition are shown in
Fig. 3; the control signals are shown in Fig. 4; the tracking errors and
the average sample time are summarized in Table 1. In particular,
only when r(rf) = 1 will the measurement updates be transmitted.
Note that the aim of the proposed event-triggered controller is not to
achieve improved performance compared with time-triggered control,
but to maintain similar performance at reduced controller update rate.
Specifically, as is shown in Fig. 3, when the sampling frequency is
high (¢ = 6), the controller with event trigger 1 achieves a tracking
error around 0.8 rad, which is almost the same as that of the time-
triggered controller (0.77 rad). The controller update frequency is
further reduced by event trigger 2, but the tracking performance is not
significantly decreased. Moreover, we note that for the proposed event-
triggered control approach, the control signal is only updated when
the event-triggering condition is violated. Since the proposed event-
triggering condition is basically designed based on real-time tracking
error, the consequence is that the actual tracking error response will
fluctuate around zero (partially also due to the existence of external
disturbances).

The observations in the scenario of squarewave reference signals is
also considered using the proposed event-triggered backstepping con-
troller, the results of which are shown in Figs. 5, 6 and Table 2, which
are consistent with those for the case of sine-wave reference signals.
In general, we observe that the event-triggered backstepping controller
provides an efficient way to maintain the system performance by
reducing communication rate, which is particularly useful to practical
applications with limited energy and communication resources.
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Table 2
Performance metrics of squarewave tracking.
Controller setting € Tracking RMSEs Average
errors sample time
Without trigger - 0.55 rad 1.47 rad -
Event trigger 1 6 0.59 rad 1.48 rad 236 ms
Event trigger 2 8 0.64 rad 1.52 rad 263 ms

6. Conclusion and future work

In this work, a stabilization problem for event-triggered systems
with control-unmatched uncertainties is investigated. A bank of ESOs
is proposed to estimate the n-dimensional uncertainties, and a Zeno-
free event-triggering condition is designed to reduce communication
rate while guaranteeing closed-loop stability. The performance of the
event-triggered controller is validated through experimental results on
a DC torque motor platform for different reference signals and different
event-triggered schedules. In our current study, the state feedback
information is available, and the output feedback control scenario will
be investigated in our future work.
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